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#### Abstract

Multiple comparisons of $k$ independent binomial proportions ( $k>2$ ) are studied when the proportions $p_{i}, i=1,2,3, \ldots, k$ are close to zero. Several tests perform poorly in terms of the pairwise error rate (PWER) and the familywise error rate (FWER) when the proportions $p_{i}, i=1,2,3, \ldots, k$ are close to zero. This problem is an issue that seems to have been overlooked. Even though several tests have been proposed, they cannot perform well in terms of PWER and FWER. From the above problems, we proposed a procedure of multiple comparisons for examining the difference between $k$ independent binomial proportions which is the proposed two-stage approach based on Welch statistic. For comparing the performance of test statistics for multiple comparisons, the proposed two stage approach is compared with the two-stage approach under PWER, FWER and the estimated pairwise powers. Our results were evaluated by using Monte Carlo simulation. The results indicated that the performance of the proposed two stage approach can protect PWER and FWER better than the two-stage approach. In cases of the estimated pairwise power, the proposed two stage approach and the two-stage approach have similar estimated pairwise power. Our study suggests the proposed approach for multiple comparisons because the proposed two-stage approach can protect PWER and FWER, and the estimated pairwise power is quite well.
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## 1. Introduction

Multiple comparisons of $k$ independent binomial proportions are studied in this research. Multiple compari-
sons are performed for comparing the differences between $k$ independent binomial proportions. The problem of multiple comparisons in binomial distribution is
when the proportions $p_{i}, i=1,2,3, \ldots, k$ are close to zero. This problem is found in the literature. For instance, Ana (2008) studied twenty methods for two-sided confidence intervals for the proportion parameter $p$ and the results indicated poor coverage probability for $p$ close to zero. Lawrence et al. [1] showed that the coverage properties of the Wald interval presented poorly for $p$ close to zero. Brown et al. [2] reported that the actual coverage probability of the standard interval is poor for $p$ near zero.

From the above problem, Kane [3] presented the two-stage approach for multiple comparisons for comparing the difference between $k$ independent binomial proportions. For the procedure of the twostage approach, assume that $X_{i} \sim \operatorname{BIN}\left(n_{i}, p_{i}\right)$. In the first step, an analysis of variance is conducted for examining the equality of the proportion parameters $p_{i}, i=1,2,3, \ldots, k$. The testing hypotheses are

$$
\begin{equation*}
H_{0}: p_{1}=\ldots=p_{k} \text { vs. } H_{1}: p_{i} \neq p_{j}, \tag{1}
\end{equation*}
$$

for some $i \neq j$.
The test statistic in Eq. (1) is

$$
\begin{equation*}
G=\sum_{i=1}^{k} \frac{n_{i}\left(\breve{p}_{i}-\breve{p}\right)^{2}}{1 / 4} \tag{2}
\end{equation*}
$$

where $\quad \breve{p}_{i}=\sin ^{-1} \sqrt{\frac{X_{i}+3 / 8}{n_{i}+3 / 4}}, \quad i=1,2,3, \ldots, k$ and $\breve{p}=\sin ^{-1} \sqrt{\frac{\sum_{i=1}^{k} X_{i}+3 / 8}{\sum_{i=1}^{k} n_{i}+3 / 4}}$. The G test in
Eq. (2) has been distributed as an asymptotic chi-square with $k-1$ degrees of freedom.

Next, the pairwise tests will be conducted when G test rejects $H_{0}$ in Eq. (1)
with $G=\sum_{i=1}^{k} \frac{n_{i}\left(\breve{p}_{i}-\breve{p}\right)^{2}}{1 / 4}>\chi_{k-1}^{2}$. The testing hypotheses for the pairwise testing are

$$
\begin{equation*}
H_{0 i j}: p_{i}=p_{j} \text { vs. } H_{1 i j}: p_{i} \neq p_{j}, \tag{3}
\end{equation*}
$$

for some $i \neq j$.
The pairwise tests are I test, L test and M test which are used for the pairwise testing in Eq. (3).

The I test for pairwise testing in Eq. (3) is

$$
\begin{equation*}
I=\frac{\left|\breve{p}_{i}-\breve{p}_{j}\right|}{\sqrt{\frac{1}{4}\left(\frac{1}{n_{i}}+\frac{l}{n_{j}}\right)}}, \tag{4}
\end{equation*}
$$

where the I test rejects the pairwise null hypothesis with

$$
I=\frac{\left|\breve{p}_{i}-\breve{p}_{j}\right|}{\sqrt{\frac{1}{4}\left(\frac{1}{n_{i}}+\frac{1}{n_{j}}\right)}}>\frac{q_{a, k-1}}{\sqrt{2}},
$$

where $q_{a, k-l}$ is the studentized-range value.
The $L$ test is based on the Wald test suggested by Agresti and Caffo [4]. The L test is

$$
\begin{equation*}
L=\frac{\left|\tilde{p}_{i}-\tilde{p}_{j}\right|}{\sqrt{\frac{\tilde{p}_{i}\left(1-\tilde{p}_{i}\right)}{n_{i}}+\frac{\tilde{p}_{j}\left(1-\tilde{p}_{j}\right)}{n_{j}}}}, \tag{5}
\end{equation*}
$$

where $\tilde{p}_{i}=\left(X_{i}+1\right) /\left(n_{i}+2\right)$. The L test rejects the pairwise null hypothesis when

$$
\begin{equation*}
L=\frac{\left|\tilde{p}_{i}-\tilde{p}_{j}\right|}{\sqrt{\frac{\tilde{p}_{i}\left(1-\tilde{p}_{i}\right)}{n_{i}}+\frac{\tilde{p}_{j}\left(1-\tilde{p}_{j}\right)}{n_{j}}}}>Z_{a / 2} . \tag{6}
\end{equation*}
$$

The M test for pairwise testing in Eq. (3) is

$$
\begin{equation*}
M=\frac{\left|\tilde{p}_{i}-\tilde{p}_{j}\right|}{\sqrt{\frac{\tilde{p}_{i}\left(1-\tilde{p}_{i}\right)}{n_{i}}+\frac{\tilde{p}_{j}\left(1-\tilde{p}_{j}\right)}{n_{j}}}} . \tag{7}
\end{equation*}
$$

The $M$ test rejects the pairwise null hypothesis when

$$
\begin{equation*}
M=\frac{\left|\tilde{p}_{i}-\tilde{p}_{j}\right|}{\sqrt{\frac{\tilde{p}_{i}\left(1-\tilde{p}_{i}\right)}{n_{i}}+\frac{\tilde{p}_{j}\left(1-\tilde{p}_{j}\right)}{n_{j}}}}>\frac{q_{\alpha, k-1, \infty}}{\sqrt{2}} . \tag{8}
\end{equation*}
$$

The details of the M test can be found in Hayter [5].

For testing, hypotheses in Eq. (1) are used for comparing the equality of the proportion parameters $p_{i}, i=1,2,3, \ldots, k$ with an analysis of variance. An alternative test for an analysis of variance is Welch test statistics. The results of Krishnamoorthy [6] and Noppakun et al. [7] indicated that the Welch test performs quite well in preventing Type I errors even for small sample sizes. Welch test is

$$
\begin{equation*}
W=\frac{\chi_{k-1}^{2} /(k-1)}{1+\left(2(k-2) /\left(k^{2}-1\right)\right) \sum_{i=1}^{k}\left(1 /\left(n_{i}-1\right)\right)\left(1-w_{i} / \sum_{i=1}^{k} w_{i}\right)^{2}}, \tag{9}
\end{equation*}
$$

where Welch has distributed as F distribution with degree of freedom $f_{1}=k-1$ and

$$
f_{2}=\left[\frac{3}{k^{2}-1} \sum_{i=1}^{k} \frac{1}{n_{i}-1}\left(1-w_{i} / \sum_{i=1}^{k} w_{i}\right)^{2}\right]^{-1} .
$$

In this research, we proposed the twostage approach based on the Welch test, and compared it with the two-stage approach for multiple comparisons to see the difference between $k$ independent binomial proportions with proportion parameter $p_{i}$, $i=1,2,3, \ldots, k$ close to zero based on PWER, FWER and the estimated pairwise power
which reflect the performance of the test statistic. The paper is organized as follows. The proposed two-stage approach based on the Welch test is described in Section 2. Section 3 shows a comparison of the performance of the two-stage approach and the proposed two-stage approach based on PWER, FWER and the estimated pairwise power. Section 4 contains results and discussion. Finally, Section 5 contains the conclusion.

## 2. The Proposed Two-Stage Approach

Consider the G test in Eq. (2) is
$G=\sum_{i=1}^{k} \frac{n_{i}\left(\breve{p}_{i}-\breve{p}\right)^{2}}{l / 4} \quad$ which has chi-square distribution with $k-1$ degrees of freedom. Hence, we obtain the proposed test statistic based on the Welch test as

$$
\begin{equation*}
W_{p}=\frac{G /(k-1)}{1+\left(2(k-2) /\left(k^{2}-1\right) \sum_{i=1}^{k}\left(1 /\left(n_{i}-1\right)\right)\left(1-w_{i}^{*} / \sum_{i=1}^{k} w_{i}^{*}\right)^{2}\right.} \tag{10}
\end{equation*}
$$

where $W_{p}$ is distributed as F distribution with degree of freedom $f_{l}=k-1$ and

$$
f_{2}=\left[\frac{3}{k^{2}-1} \sum_{i=1}^{k} \frac{1}{n_{i}-1}\left(1-w_{i}^{*} / \sum_{i=1}^{k} w_{i}^{*}\right)^{2}\right]^{-1},
$$

where $w_{i}^{*}=4 n_{i}$. The $W_{p}$ test rejects $H_{0}$ in Eq. (1) when $W_{P}>F_{f_{1}, f_{2}}$. If $W_{P}$ rejects $H_{0}$ in Eq. (1.1), we conduct the pairwise test as I test, L test and M test for hypotheses testing in Eq. (3). This process is the proposed two-stage approach based on Welch test

## 3. Comparison of the Performance

In this study, we perform a Monte Carlo simulation by using the R statistical package [8] consisting of 100,000 iterations to compute PWER, FWER and the estimated pairwise power of the two-stage approach and the proposed two stage
approach. We consider number of groups $k=3$ and 5 populations at the significance level of 0.05 with equal sample sizes of $\mathbf{n}=(25,25, \ldots, 25)$. For the proportion $p_{i}$, $i=1,2,3, \ldots, k$ are in a wide range $0.02 \leq p_{i} \leq 0.5$. In the simulation, we generate $k$ random variates at a time from $\operatorname{BIN}\left(n_{i}, p_{i}\right)$. The two-stage approach and the proposed two-stage approach are conducted in the first step where $G>\chi_{\alpha, k-1}^{2}$ and $W_{P}>F_{f_{1}, f_{2}}$ rejects $H_{0}$ in Eq. (1), respectively. Next, I test, L test and $M$ test for pairwise tests are conducted when $G$ test and $W_{P}$ test reject $H_{0}$ in Eq. (1). We repeat 100,000 times and calculate the proportion of times of rejecting $H_{0 i j}$ in Eq. (3).

In Table 1 and Table 2, I test, $M$ test and W test are the two-stage approach based on $G$ test, and IW test, LW test and MW test are the proposed two-stage approach based on $W_{P}$ test. The columns " $p_{i}=p_{j}$ " and " $p_{i} \neq p_{j}$ " are PWER and the estimated pairwise power, respectively, and FWER is presented in the column " FWER". The columns " $p_{i}, p_{j}$ " show the pairwise power. The column "Global" shows the estimated probability of G test and $W_{P}$ test for rejecting $H_{0}$ in Eq. (1).

## 4. Results and Discussion 4.1 Results

Table 1 shows the estimated value of PWER, FWER and the estimated pairwise power of six tests as I test, M test, L test, IW test, LW test and MW test by Monte Carlo simulation for $k=3$.

For configuration 1, the estimated values of PWER and FWER of six tests are exceedingly small in terms of the estimated value of PWER with $0.0000-0.0201$ under the proportion vectors $\mathbf{p}=(0.02,0.02,0.02)$, $\mathbf{p}=(0.05,0.05,0.05)$ and $\mathbf{p}=(0.1,0.1,0.1)$.

For the estimated value of FWER, six tests show the estimated value of FWER ranging from 0.0001-0.0514. Again, it was observed that FWER of the I test exceeds the nominal level of 0.05 .

For configuration 2, the estimated values of PWER and FWER, the results of simulation show that the estimated value of PWER and the estimated value of FWER of six tests are lower than the nominal level of 0.05 with the estimated value of PWER and the estimated value of FWER ranging from 0.0001-0.0468 under the proportion vectors $\mathbf{p}=(0.02,0.02,0.27), \mathbf{p}=(0.05,0.05,0.30)$ and $\mathbf{p}=(0.1,0.1,0.35)$. For the proportion vector $\mathbf{p}=(0.05,0.05,0.35)$ it was found that PWER and FWER of the I test and the IW test are nearly the nominal level of 0.05 . Considering the estimated pairwise power of six tests, the simulation studies show that I test and IW test higher than M, L, LW and MW tests.

For configuration 3, the estimated values of PWER and FWER, six tests have the estimated value of PWER ranging from 0.0415-0.0519 and the estimated value of FWER ranging from 0.0415-0.0519 under the proportion vectors $\mathbf{p}=(0.02,0.27,0.27)$, $\mathbf{p}=(0.05,0.3,0.3)$ and $\mathbf{p}=(0.1,0.35,0.35)$. Again, it was observed that PWER and FWER of I test and IW test exceed the nominal level of 0.05 but IW test is nearly the nominal level of 0.05 . For PWER and FWER of L, M, LW and MW tests can produce the nominal level of 0.05 . Considering the estimated pairwise power of I, L, M, IW, LW and MW tests, the results indicate that I test and IW test have higher than L, M, LW and MW tests.

For Configuration 4, the estimated values of PWER and FWER of six tests cannot protect the estimated value of PWER and the estimated value of FWER under the proportion vectors $\mathbf{p}=(0.02,0.06,0.1), \mathbf{p}=$ $(0.05,0.15,0.25)$ and $\mathbf{p}=(0.10,0.30,0.50)$. In the estimated pairwise power of six tests the results indicated that I test and IW test
are higher than L test, M test, LW test and MW test under the proportion vectors

$$
\mathbf{p}=(0.02,0.06,0.10), \quad \mathbf{p}=(0.05,0.15,0.25)
$$

$$
\text { and } \mathbf{p}=(0.10,0.30,0.50)
$$

Table 1. PWER, FWER, estimated pairwise power and Estimated probabilities for $k=3$.


Table 2 shows the estimated value of PWER, FWER and the estimated pairwise power of six tests as I test, M test, L test, IW test, LW test and MW test by Monte Carlo simulation for $k=5$.

For configuration 1, the estimated values of PWER and FWER, the results indicate that PWER and FWER of six tests are less than the nominal level of 0.05 , ranging from $0.0000-0.0067$ under $\mathbf{p}=$ (0.02, 0.02, 0.02, 0.02, 0.02), $\mathbf{p}=(0.05$, $0.05,0.05,0.05,0.05)$ and $\mathbf{p}=(0.1,0.1,0.1$, $0.1,0.1)$. The estimated values of PWER of six tests are less than the nominal level of 0.05 but FWER of I, L, IW and LW tests are close to the nominal level of 0.05 for $\mathbf{p}=(0.01,0.01,0.01,0.01,0.01)$.

For Configuration 2, the estimated values of PWER of six tests are very small at the nominal level of 0.05 under $\mathbf{p}=(0.02$, $0.02,0.02,0.02,0.27), \mathbf{p}=(0.05,0.05,0.05$, $0.05,0.3)$ and $\mathbf{p}=(0.1,0.1,0.1,0.1,0.35)$. For the results of the estimated value of PWER and the estimated value of FWER under $\mathbf{p}=(0.10,0.10,0.10,0.10,0.35)$ it was found that FWER of L test and LW test are more than the nominal level of 0.05 compared with the other tests, but PWER of I, M, IW and MW tests are less than the
nominal level of 0.05 . Considering the estimated pairwise power of I, L, M, IW, LW and MW tests, it appears that the best test statistics are I, L, IW and LW where the estimated pairwise powers of I, L, IW and LW tests present higher than the M test and MW test.

For Configuration 3, I test, M test, IW test and MW test are lower than the nominal level of 0.05 compared with L test and LW test in terms of the estimated values of PWER and the estimated value of FWER under $\mathbf{p}=(0.02,0.27,0.27,0.27,0.27), \mathbf{p}=$ ( $0.05,0.3,0.3,0.3,0.3$ ) and $\mathbf{p}=(0.1,0.35$, $0.35,0.35,0.35)$.
Considering the estimated pairwise power of I, L, M, IW, LW and MW tests, the results indicate that the L test and LW test have higher estimated pairwise power

For Configuration 4, we observe that I, L, IW and LW tests appear to have the highest estimated pairwise power of the tests in terms of the estimated values of PWER and the estimated values of FWER under $\mathbf{p}=(0.02,0.04,0.06,0.08,0.1), \mathbf{p}=$ $(0.05,0.1,0.15,0.2,0.25)$ and $\mathbf{p}=(0.1,0.2$, $0.3,0.4,0.5)$. Again, it was observed that the estimated pairwise power of M and MW is less than the other tests.

Table 2. PWER, FWER, estimated pairwise power and estimated probabilities for $k=5$.

| Configuration 1 |  |  |  |  |  | Configuration 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{p}=(0.02,0.02,0.02,0.02,0.02)$ |  |  |  |  |  | $\mathbf{p}=(0.02,0.02,0.02,0.02,0.27)$ |  |  |  |  |  |
| Test | $p_{i}=p_{j}$ | $p_{i} \neq p_{j}$ | FWER | Global |  | Test | $p_{i}=p_{j}$ | $p_{i} \neq p_{j}$ | FWER | Global |  |
|  |  |  |  | G | $W_{P}$ |  |  |  |  | G | $W_{P}$ |
| I | 0.0000 | - | 0.0000 | 0.0003 | - | I | 0.0000 | 0.5301 | 0.0000 | 0.7349 | - |
| L | 0.0001 | - | 0.0002 | 0.0003 | - | L | 0.0001 | 0.6537 | 0.0003 | 0.7349 | - |
| M | 0.0000 | - | 0.0000 | 0.0003 | - | M | 0.0000 | 0.3865 | 0.0000 | 0.7349 | - |
| IW | 0.0000 | - | 0.0000 | - | 0.0002 | IW | 0.0000 | 0.5294 | 0.0000 | - | 0.6916 |
| LW | 0.0001 | - | 0.0002 | - | 0.0002 | LW | 0.0001 | 0.6343 | 0.0003 | - | 0.6916 |
| MW | 0.0000 | - | 0.0000 | - | 0.0002 | MW | 0.0000 | 0.3864 | 0.0000 | - | 0.6916 |
| $\mathbf{p}=(0.05,0.05,0.05,0.05,0.05)$ |  |  |  |  |  | $\mathbf{p}=(0.05,0.05,0.05,0.05,0.30)$ |  |  |  |  |  |
| I | 0.0005 | - | 0.0020 | 0.0101 | - | I | 0.0007 | 0.8159 | 0.0024 | 0.6696 | - |
| L | 0.0020 | - | 0.0067 | 0.0101 | - | L | 0.0040 | 0.9196 | 0.0130 | 0.6696 | - |
| M | 0.0001 | - | 0.0004 | 0.0101 | - | M | 0.0001 | 0.7971 | 0.0005 | 0.6696 | - |
| IW | 0.0004 | - | 0.0017 | , | 0.0049 | IW | 0.0007 | 0.8151 | 0.0023 |  | 0.6228 |
| LW | 0.0013 | - | 0.0037 | - | 0.0049 | LW | 0.0038 | 0.9195 | 0.0122 | - | 0.6228 |
| MW | 0.0001 | - | 0.0004 | - | 0.0049 | MW | 0.0001 | 0.7970 | 0.0005 | - | 0.6228 |

(continued)

Table 2. Continued.

| $\mathbf{p}=(0.10,0.10,0.10,0.10,0.10)$ |  |  |  | $\mathbf{p}=(0.10,0.10,0.10,0.10,0.35)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0036 | - | 0.0155 | 0.0382 | - | I | 0.0054 | 0.3134 | 0.0198 | 0.5711 | - |
| L | 0.0072 | - | 0.0232 | 0.0382 | - | L | 0.0170 | 0.4422 | 0.0577 | 0.5711 | - |
| M | 0.0013 | - | 0.0063 | 0.0382 | - | M | 0.0012 | 0.2897 | 0.0044 | 0.5711 | - |
| IW | 0.0026 | - | 0.0146 | - | 0.0222 | IW | 0.0052 | 0.3104 | 0.0190 | - | 0.5011 |
| LW | 0.0051 | - | 0.0164 | - | 0.0222 | LW | 0.0161 | 0.4028 | 0.0545 | - | 0.5011 |
| MW | 0.0012 | - | 0.0055 | - | 0.0222 | MW | 0.0012 | 0.2756 | 0.0044 | - | 0.5011 |
| Configuration 3 |  |  |  |  |  | Configuration 4 |  |  |  |  |  |
| Test | $p_{i}=p_{j}$ | $p_{i} \neq p_{j}$ | FWER |  |  | Test | $p_{1}, p_{2}$ | $p_{2}, p_{3}$ | $p_{3}, p_{4}$ | $p_{4}, p_{5}$ | $p_{1}, p_{3}$ |
| $\mathbf{p}=(0.02,0.27,0.27,0.27,0.27)$ |  |  |  | G | $W_{P}$ | $\mathbf{p}=(0.02,0.04,0.06,0.08,0.10)$ |  |  |  |  |  |
| I | 0.0108 | 0.5325 | 0.0108 | 0.8322 | - | I | 0.0004 | 0.0007 | 0.0027 | 0.0058 | 0.0013 |
| L | 0.0431 | 0.6548 | 0.0431 | 0.8322 | - | L | 0.0005 | 0.0032 | 0.0098 | 0.0125 | 0.0041 |
| M | 0.0097 | 0.3944 | 0.0097 | 0.8322 | - | M | 0.0001 | 0.0002 | 0.0006 | 0.0017 | 0.0004 |
| IW | 0.0108 | 0.5182 | 0.0108 | - | 0.7857 | IW | 0.0004 | 0.0006 | 0.0025 | 0.0058 | 0.0011 |
| LW | 0.0431 | 0.6285 | 0.0431 | - | 0.7857 | LW | 0.0004 | 0.0027 | 0.0073 | 0.0093 | 0.0032 |
| MW | 0.0097 | 0.3884 | 0.0097 | - | 0.7857 | MW | 0.0001 | 0.0002 | 0.0006 | 0.0017 | 0.0004 |
| $\mathbf{p}=(0.05,0.30,0.30,0.30,0.30)$ |  |  |  |  |  | $\mathbf{p}=(0.05,0.10,0.15,0.20,0.25)$ |  |  |  |  |  |
| 1 | 0.0115 | 0.4306 | 0.0115 | 0.6961 | - |  |  |  |  | 0.0181 | 0.0526 |
| L | 0.0478 | 0.5385 | 0.0478 | 0.6961 | - | L | 0.0269 | 0.0433 | 0.0437 | 0.0484 | 0.1034 |
| M | 0.0116 | 0.3360 | 0.0116 | 0.6961 | - | M | 0.0025 | 0.0085 | 0.0088 | 0.0137 | 0.0231 |
| IW | 0.0114 | 0.4118 | 0.0114 | - | 0.6334 | IW | 0.0083 | 0.0180 | 0.0157 | 0.0162 | 0.0483 |
| LW | 0.0463 | 0.5015 | 0.0463 | - | 0.6334 | LW | 0.0231 | 0.0395 | 0.0388 | 0.0446 | 0.0925 |
| MW | 0.0115 | 0.3246 | 0.0115 | - | 0.6334 | MW | 0.0026 | 0.0085 | 0.0089 | 0.0139 | 0.0236 |
| $\mathbf{p}=(0.10,0.35,0.35,0.35,0.35)$ |  |  |  |  |  | $\mathbf{p}=(0.10,0.20,0.30,0.40,0.50)$ |  |  |  |  |  |
| I | 0.0085 | 0.3205 | 0.0085 | 0.5657 | - | 1 | 0.0528 | 0.0352 | 0.0287 | 0.0240 | 0.2162 |
| L | 0.0457 | 0.4298 | 0.0457 | 0.5657 | - | L | 0.1198 | 0.1062 | 0.1098 | 0.1244 | 0.3705 |
| M | 0.0103 | 0.2840 | 0.0103 | 0.5657 | - | M | 0.0285 | 0.0315 | 0.0340 | 0.0411 | 0.1740 |
| IW | 0.0079 | 0.3024 | 0.0079 | - | 0.4959 | IW | 0.0525 | 0.351 | 0.0285 | 0.0239 | 0.2147 |
| LW | 0.0422 | 0.3983 | 0.0422 | - | 0.4959 | LW | 0.1176 | 0.1045 | 0.1063 | 0.1218 | 0.3614 |
| MW | 0.0097 | 0.2671 | 0.0097 | - | 0.4959 | MW | 0.0287 | 0.0316 | 0.0340 | 0.0412 | 0.1755 |

Configuration 4

| Test | $p_{2}, p_{4}$ | $p_{3}, p_{5}$ | $p_{1}, p_{4}$ | $p_{2}, p_{5}$ | $p_{1}, p_{5}$ | G | $W_{P}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| $\mathbf{p}=(0.02,0.04,0.06,0.08,0.10)$ |  |  |  |  |  |  |  |
| I | 0.0039 | 0.0082 | 0.0061 | 0.0124 | 0.0156 | 0.0650 | - |
| L | 0.0119 | 0.0171 | 0.0158 | 0.0267 | 0.0267 | 0.0650 | - |
| M | 0.0010 | 0.0022 | 0.0018 | 0.0038 | 0.0038 | 0.0650 | - |
| IW | 0.0039 | 0.0081 | 0.0057 | 0.0118 | 0.0142 | - | 0.0398 |
| LW | 0.0092 | 0.0135 | 0.0118 | 0.0196 | 0.0196 | - | 0.0398 |
| MW | 0.0010 | 0.0022 | 0.0018 | 0.0038 | 0.0038 | - | 0.0398 |
| $\mathbf{p}=(0.05,0.10,0.15,0.20,0.25)$ |  |  |  | - |  |  |  |
| I | 0.0504 | 0.0462 | 0.1384 | 0.1156 | 0.2579 | 0.4201 | - |
| L | 0.1005 | 0.0930 | 0.2079 | 0.1901 | 0.1901 | 0.4201 | - |
| M | 0.0307 | 0.0351 | 0.0793 | 0.0859 | 0.0859 | 0.4201 | 0.3548 |
| IW | 0.0482 | 0.0433 | 0.1275 | 0.1079 | 0.2338 | - | 0.3548 |
| LW | 0.0918 | 0.0846 | 0.1846 | 0.1737 | 0.1737 | - | 0.3548 |
| MW | 0.0312 | 0.0355 | 0.0805 | 0.0859 | 0.0870 | - |  |
| $\mathbf{p}=(0.10,0.20,0.30,0.40,0.50)$ |  |  |  |  | - |  |  |
| I | 0.1430 | 0.1151 | 0.4716 | 0.3620 | 0.7250 | 0.8327 | - |
| L | 0.3116 | 0.3161 | 0.6479 | 0.5994 | 0.5994 | 0.8327 | - |
| M | 0.1453 | 0.1490 | 0.4468 | 0.3820 | 0.3820 | 0.8327 | 0.7854 |
| IW | 0.1420 | 0.1146 | 0.4645 | 0.3577 | 0.7105 | - |  |
| LW | 0.3046 | 0.3078 | 0.6244 | 0.5761 | 0.5782 | - | 0.7854 |
| MW | 0.1458 | 0.1494 | 0.4515 | 0.4515 | 0.3802 | - | 0.7854 |

### 4.2 Discussion

The performance of the proposed two-stage approach (IW test, LW test and MW test) and the two-stage approach (I test, L test and M test) for multiple comparisons are compared with PWER, FWER and the estimated pairwise power for the sample size of $\mathbf{n}=(25,25, \ldots, 25)$ when the proportions $p_{i}, i=1,2,3, \ldots, k$ are close to zero. From the results in Table 1 for $k=3$, the IW test, LW test and MW test approach can protect PWER and FWER better than the I test, L test and M test. From the results in Table 2 for $k=5$, the IW test, LW test and MW test can protect PWER and FWER better than the I test, L test and M test. Also, the IW test is a statistic of the proposed test which can protect PWER and FWER quite well compared with I, L, M, LW and MW. In terms of the estimated pairwise power, the IW test has the estimated pairwise power similar to the other tests. The IW test, LW test and MW test are the test statistics for multiple comparisons based on the Welch statistic, and can protect PWER and FWER quite well as shown by the results of Krishnamoorthy [6] and Noppakun et al. [7]. Therefore, the proposed two-stage approach is an alternative statistic for multiple comparison.

## 5. Conclusion

The IW test, LW test and MW test are compared with I test, L test and M test in terms of PWER, FWER and the estimated pairwise power. We observed that for $k=3$, IW test, LW test and MW test tend to protect PWER and FWER quite well compared with I test, L test and M test. Moreover, I test and IW test are near the nominal level of 0.05 . Considering the estimated pairwise power, when the estimated pairwise powers are observed for $k=3$, the I test, L test, IW test and LW have high estimated pairwise power. Meanwhile, for $k=5$, the IW test, LW test and MW test appear to provide superb protection against

PWER and FWER. However, results of the estimated pairwise power show that the I test, L test, IW test and LW test have higher estimated pairwise power compared with M and MW. Our results suggest that the IW test has the highest estimated pairwise power, and it shows nearly the nominal level of 0.05 in terms of PWER and FEWR compared with the I, L, M, LW and MW tests. Therefore, the IW test should be used as an alternative approach.
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