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Abstract

The selection of optimum process target has become one of the focused research areas to increase
productivity and improve product quality. Although the quality engineering literature contains a vast
collection of work related to this issue, a couple of questions still remain unanswered. First, a quality
loss function approach using conventional quality loss functions, such as step-loss and Taguchi loss
functions, has been extensively used to determine the optimum process target mainly due to
mathematical convenience. When historical data concerning a customer loss associated with product
performance are available, a quality loss function using a well-established statistical method, such as
regression analysis, may be a more practical alternative procedure. Second, many researchers have
carried out their studies based on a single quality characteristic. From the customer's viewpoint,
however, products are often judged based on more than one characteristic. To address these questions,
this paper first develops a multivariate empirical loss function based on historical data associated with
product performance and its associated customer loss and then proposes an optimization scheme for
the most economical process target.

Keywords: Process target, Regression analysis, Multiple quality characteristics, Empirical loss
function, Optimization.

1. Introduction [1] who considered the problem of determining
One of the most important decision-making the optimum process target with specified upper

problems encountered in a wide variety of and lower specification limits under the
industrial processes is the determination of assumption of constant net income functions.
process target (mean). Selecting the optimum This problem is often referred to as the 'filling

process target is critically important since it problem'or'canning problem.'There are some
affects a process defective rate, material cost, situations in which the minimum content is often
scrap or rework cost, and the loss to the dictated by legislation. In such a case,
customer due to a deviation of a product underfilled cans whose product performance
performance from the customer-identified target falls below the legal minimum often need to be
value. Furthermore, the process target should be reprocessed. Along this line, Bettes [2] modeled
reset frequently and promptly due to the process target setting with a fixed lower
unpredictable random variation in many specification limit and arbitrary upper
manufacturing processes. specification limit when underfilled and

overfilled cans are reprocessed at a fixed cost. [n

2. Related Research some situations, however, the cans that do not

Techniques to determine the optimum meet the minimum content requirement may be

process target have been discussed and sold at a reduced price. Hunter and Kartha [3]
developed for more than forty years. The initial presented a model to determine the optimum

work on this issue probably began with Springer process target with the assumption that the cans
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meeting the minimum content requirement are
sold in a regular market at a fixed price, while
the underfilled cans are sold at a reduced price
in a secondary market. Nelson [4-5] determined
approximate solutions to the Hunter and Kartha
model [3] and developed a nomograph for the
Springer model [], The Hunter and Kartha
model [3] was later modified by Bisgaard et al.

[6] who assumed that underfilled cans are sold
at a price proportional to their content, and
Carlsson t7l who included a more general
income function. In addition, Arcelus and
Banerjee [8] extended the work of Bisgaard et
al. [6] under the situation where there is a linear
shift in process target.

Golhar t9l developed a model for the
optimum process target with the assumptions
that overfilled cans can be sold in the regular
market while underfilled ones can be
reprocessed. Golhar and Pollock [10] modified
this model by treating both the upper
specification limit and the process target as
control variables, and Golhar [ 1] developed a
computer program to solve the Golhar and
Pollock model [ l0]. Arcelus and Rahim [12]
presented a model for the most profitable
process target where both variable and attribute
quality characteristics of a product are
considered simultaneously, while Boucher and
Jafari [13] addressed the same problem by
extending the line of research under the context
of a sampling plan. Schmidt and Pfeifer [14]
extended the models of Golhar [9] and Golhar
and Pollock t10l by considering a limited
process capacity. Al-Sultan [15] developed an
algorithm to find the optimal machine setting
when two machines are connected in series, and
Das [16] presented a non-iterative numerical
method for solving the Hunter and Kartha model

t3l. Usher et al. llTl considered the process
target problem under the situation where a
demand for a product has not exactly met the
capacity of a filling operation. Liu and
Taghavachari [18] considered a general problem
of the determination of both the optimal process
target and the upper specification limit when a
filling amount follows an arbitrary continuous
distribution, and showed that the optimal upper
specification limit can be presented by a very
simple formula regardless of the shape of the
distribution. Pulak and Al-Sultan [ 9] developed
a set of FORTRAN-based computer codes, and
Pollock and Golhar 120) reconsidered the
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process target problem under the environment of
capacitated production and fixed demand.
Teeravaraprug and Cho [21] used Taguchi's loss
function to determine the optimal process target
for multiple quality characteristics and
Teeravaraprug t22l showed an optimization
model for determining an optimal process mean
when considering two-market products. Further,
Hong and Elsayed [23] studied the effects of
measurement errors on process target, and
Pfeifer [24] showed the use of an electronic
spreadsheet program as a solution method.

3.Observations and Research Motivations
The analysis in this paper differs from the

previous studies in two ways. First, most studies
in the literature deal with the problem of how to
determine the optimum process target using the
conventional quality loss functions such as step-
loss and Taguchi loss functions. Some
applications of these loss functions can be found
in Refs. 125-301. Even though these loss
functions dominate the research as a quality
evaluation mechanism mainly due to
mathematical convenience, they may not be the
best representation of the quality loss for a
product. A close look at these loss functions
reveals a shortcoming from a practical point of
view. That is, these loss functions inherently
assume that there is little or no information
about the functional relationship between
product performance and its associated quality
loss. Second, most studies deal with a single
quality characteristic to determine the optimum
process target. From the customer's point of
view, however, products are often judged by
more than one quality characteristic. Hence, to
meet or surpass the customer needs and
satisfaction, the determination of the optimum
process target for key quality characteristics is
one of the most important tasks in early design
stage.

To incorporate these ideas, this paper gives
an attempt to exhibit a quality loss function,
called a multivariate empirical loss function,
using historical data associated with product
performance and its customer loss, to deal with
multiple quality characteristics. This paper then
develops an optimizatron scheme to determine
the optimum process target. This optimization
scheme is demonstrated by numerical examples.
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4. Multivariate Empirical Loss Function
Since the choice of Path to qualitY

enhancement depends heavily upon the type of
quality loss function used, the selection of a

proper quality loss function to relate key quality

characteristics of a product to its product

performance is critically important. Although
there are several multivariate quality loss
functions (see Refs 3l-34), the exact form of
quality loss is rarely known. If empirical data
concerning quality loss associated with product

performance are available, which is often the

case in many industries, the empirical loss

function may ensure a better estimate of quality

loss. To develop such a quality loss function, the

concept of regression analysis, which is one of
the most widely used tools in engineering and
many other fields for investigating cause and

effect relationships, can be employed'

Note that each quality characteristic ( y' )

has its own customer-identified target ( r, ), and

quality losses incurred due to the deviation from
the target value in positive and negative

directions may not be equal. Hence, 2n

different sets ( Q, , Qr,.. ., Q, ) form the

specification region where n quality

characteristics are present. More detailed

descriptions on the sets forming the

specification region are discussed in Appendix
A.

ret  L(yr , !2, . - . , ! , )  denote an empir ical

estimate of quality loss associated with n quality

characteristics, where ! i is the ,th quality

characteristic for i = 1,2, ..., fr . A first-order

estimated multivariate empirical loss function is
then given by Eq. (l).

/ J r ,+  0 , , ! ,  + . .  +  p , , .v ,  +  "+  f , , . v , , ,  ( - r ' , , - t , , ' . . . ' . t ' , )e f ) ,

F - " -  i u . r , - "  *  F , , . r .  '  "  ' p - " r , . .  ( . t , . ) . . . . . . . r ' " ) e Q .

:
L ( . r , , ! r ,  . , y , , )  =

. *  p , , 1 , , * . . . *  f l , ^ y , ,  ( , v , , - r . r , . . . , - y , ) e C 2

1 , .  ( - t r , - r r , . . . , - r , )  €  C ) r "

( 1 )

where B 1, ' , are empirical estimates of

unknown parameters that are determined by

using the least squares method associated with

the ith quality characteristic in the set of f), . A

numerical example is shown in a later section to

show how to develoP Eq. (1).
Similarly, a second-order estimated

multivariate empirical loss function is given by:

L(y , , t . , .  .  . , ! , , )  -  au  +  a . ,1 ,1  g , . r ' .  * '  '  ' *  d , ,Y ,

+ ' ' '  *  d , ,y ,  *  a , , l  +  d , ! , ! ,

+A t ry  t , v .+ ' ' '  +  G, , .v , ! ,  *  9 . ,  t '

* ( i " , . t ' . .v .  + '  . '  + A., , r '  - r , ,  - '  "

+a o,t- rl ,+ 
' '  '  + ' i  ,,,, , '  '  (2)

where d., is an empirical estimate of loss

intercept, &,'t are empirical estimates of

unknown parameters of the first degree
associated with the ith quality characteristic, and

&0,'t are empirical estimates of unknown

parameters of the second degree associated with

the ftth and /th quality characteristics.
The first- and second-order models' with

the consideration of two quality characteristics
are presented in Appendix B. It should be
noticed that the shapes of the empirical loss

functions defined in Eqs. (l-2) are not required

to be symmetrical about the target, whereas the

step-loss and Taguchi loss functions are

symmetrical about the target. This means that
empirical losses due to the equal deviation from
the target value in either positive or negative
directions may not lead to equal quality losses,

which is the general case in many industrial
problems. Although this paper discusses two

types of the estimated empirical loss functions,
other higher-order estimated models may be
generated by regression analysis. Hence, the
empirical loss function is more flexible in terms
of a functional form and evaluates customer
perception of product quality in a more effective
manner. In practice, a functional form (usually,

a first- or second-order) is first assumed to

obtain an estimated multivariate empirical loss
function, and then it needs to be checked using a

lack-of-fit test, if the assumed estimated
function is appropriate.

5. Analysis of Costs
When designing an optimum process target,

three types of costs are generally considered in

the early design stage. First, a rejection cost is

incurred by a manufacturer when a product
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performance fails to fall within the specification
region of interest, and hence corrective actions
on the rejected products, such as repairing,
scrapping, or returning the products to the
manufacturer, need to be taken. Second, an
inspection cost is also incurred by the
manufacturer when inspections are performed
on products. Finally, a quality loss is incurred by
the customer when the performance deviates
fiom the customer-identified target within the
specification region. The term 'specification

region' refers to the jointly-intersected set by the
individual sets of specifications for each quality
characteristic. That is, when a product
performance falls within the specification
region, customers are willing to accept the
product.

Denoting the expected total rejection cost,
expected quality loss, and inspection cost
b y  E I T C  * ( y , ,  y r , . . . , ! , ) f  ,  n [ L \ , , ! 2 , . . . , y , ) 1 ,

and C, , respectively, the expected total cost
becomes:

E I T C ( y , , ! r , .  .  . , y , ) l  -  E I T C  * ( y , , y r , .  .  . , y , ) f

+ nl?]Q r, ! 2,., . y,,) l* c,
(3)

In many industrial settings, a rejection cost
may vary under different rejection regions (see
Ref. 35). For example, consider the case of two
quality characteristics as shown in Figure l.
Note that region l represents the rejection region
where only one quality characteristic falls within
the specification region formed by two quality
characteristics, and region II represents the
rejection region where both quality
characteristics fail to fall within the specification
region. From a practical point of view, the
rejection cost when a product performance falls
within region 1 is lower than the one when a
product performance falls within region 11. It is
further noted that the number of different types
of rejection regions is equal to the number of
quality characteristics, and their rejection costs
are different. Extending this idea to the case of r
quality characteristics, let Ci and P(RI) be

the unit rejection cost associated with region q
and the probability that a product performance
falls within region q, respectively, where

Q :1,2, . . . ,n .  Appendix C analyzes the set of
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probabilities that a product performance falls in
each rejection region where n quality
characteristics are present. The expected total
rejection cost is then obtained by:

EITC R(y , ,y r , . . . , !n ) l  :  I  C |P(R: )  (4)

Considering the second part of the right-
hand-side of Eq. (3), the expected quality loss
can be expressed as:

f (y,, !2,. . ., !,) dltdy, . . .dy,

( 5 )

Similarly, the expected quality loss with two
quality characteristics is obtained by:

t/SL, tisll

^  l .  t ^
E I L ( y , . . r , ,  ) l :  |  |  a t  y t . y , \ ' . f ( . v , ^ ! . l d y , d y ,  ( 6 )

J J
LSL, LSLI

6. The Optimization Models
The objective is to minimize expected total

cost with the constraint that a process target is
within the specification region of interest. Using
the mathematical results obtained in the
previous sections and applying a multivariate
normal distribution for the quality characteristics
of interest, Table I shows a general optimization
model. The objective function comprises
rejection costs, quality loss and inspection cost,
and the constraints are employed to ensure that
the process distribution follows a multivariate
normal distribution and the resulting process

Vt

usL2

LSL2

LSL1 USL1 fr

Figure. I Rejection regions for a two-quality
characteristic case

["s/_,, t"s/_, I Lt/_l

ElL \ , , !2 , . . . , y ) l=  J  J  IL t r , , rz , . . . , !u )
r.sL,, t.,\L,, I LSrl
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target is in the specification region of interest.
Note that the matrix V is a variance-covariance

matrix of the quality characteristics and lZl is

the determinant of the matrix V. As a special
case, Table 2 presents the optimization model
for the optimum process target with the
consideration of two quality characteristics.

7. Numerical Examples
Two examples are presented to demonstrate

how the proposed models can be applied to real-
world problems. We show how to determine the
optimum process target by showing the
procedures of developing the first-and second-
order estimated multivariate loss.

7.1 Application of the first-order multivariate
empirical loss function

To construct a prototype of an infrared laser
imaging media, layers of material were coated in
a laboratory. These included heat absorbing dyes
( y, ) and thermally activated initiator ( yr). The
objective was to find the optimum setting of
those quality characteristics. The ideal
dimensions of absorbing dyes and thermally
activated initiator are 7.5 and 72.5, respectively.
If the ideal dimensions (i.e.. customer-identified
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target) are not met, a loss would be incurred by
the customer and the losses associated with the
product performance based on the deviations
from the target were collected as shown in Table
3 and Figure 2. Moreover, a manufacturer
provides the specifications of those quality
characteristics which are (LSL=S, USlr:10)
and (LSLz:I0, USL2:15). Note that the
specification region is the jointly-intersected
region formed by two sets of specifications. If
only one quality characteristic falls within the
specification region, the unit rejection cost of 20

(i.e., C'*:ZO1 would be incurred. Similarly, if

both quality characteristics fail to fall within the
specification region, the higher unit rejection

cost of 25 (i.e., C'l:ZS1 would be incurred.

The inspection cost of 0.75 (i.e., C, :0.75) is

also incurred by the manufacturer. Furthermore,

two quality characteristics (i.e., .lz, and yr) are

statistically independent and follow the bivariate

normal distribution with ol : I and ol :4"

Using regression analysis to examine the
data set shown in Table 3, the first-order
estimated empirical loss functions are
appropriate.

Table l. Optimization model for an r-quality characteristic case.

,,,r USI',, USL,, r Li'.Sll

El rc (y , , !2 , . . . , ! , ) l : IC ' lp (Rx)+  J  J  !L<r " !2 , . . . , ! , ) . f ( y " !2 , . . . , y , )
Q= I LSL. LSL, t LSt.l

d y , d y r . . . d y , + C ,

Minimize

subject to

f() ' , ,  ) '2,. . . ,)  .  )  :  
e.;W.^e[- ] t ,  

-  p) '  v '  (r  -  r)]

" I use Eq. ( I ), when the first - order empirical loss function is appropriate
L ( y r , ! 2 , . . . , y , )  =  I

[use Eq. (2), when the second - order empirical loss function is appropriate

P(R: ) : Prlproduct perforrnance falls within region q]

L S L  < p  < U S L i ,  i : 1 , 2 , . . . , n

1 a
-l -)
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Table 2. Optimization model for a two-quality characteristic case.

Minimize
f tst, ust, IJSL-2 LSLI

Elrcl= ail J !fO,,) 'r)d!,d)'r+ J !.ftt,,yrld!,dy, + J 1flt,.) '2)dy,d1',
[_ 

-o LStl LSI'. -q USI'. LSLI

LtsL2 n I [-r,sz, rsr' ') LSI|
r  r  |  ' , 1  r  r  I  t  ' . .  \  ,  ,

+  )  I f  ( ! t , ! z )dv ,dv ,  
l +  c i ' l  J  J  f  ( t , . ! , ) d t , dv ,  +  )  1 t  t . r , . v , )d r ' d ! z

LSL2IisLt -] [ 
-" -" L]sL. -r'

n 4 L S L . ,
f  f  f -  t ^+ J If  t t , , !r)d!,dy, + I l f  t t , .v,)d!,dv, I

USL. (,lSLt -T LISLI -J

USI,, USLI

+ |  [L fy , , !z) .  . f (y , ,  yr )c ty ,dy,  t  C,
J J

LSL, LSLI

I
r - "

2nororr l l -  p"
-zo( Y'-t" l | .*. l

\ o '  / \ o 2 )

, ( v,- /, ) '- l lf  l -  i  l l
\  o ,  ) ) )

: . fuse Eq. (l), when the first-order empirical loss function is appropriate
L ( ! t , ! z ) : 1  -  , ^ \  r  r r  - , - t  - , - t - - - ^ , ^ ^ , ^ : - i ^ ^ r r ^ ^ - c . - -'- ' ' -' 

luse Eq.(2), when the second-order empirical loss function is appropriate

LSL. < p,3L/SL,

LSL2  3 l t :3USL)

- -
|  |  t  : 2

|  1  l ( v , - u , \
e x p l  _ _ _  _  l l L l' l  

2 ( t - p ' ) l (  o t  )
L L

subject to

f  ( y , ' ! z )  =

34
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Table 4. ANOVA tables for the first-order empirical loss functions.

SOURCE DF SS MS F
Model
Error

Corrected Total

966.5212
27.6463
994.t675

C.V.
1.7953

2
33
35

483.2606
0.8378

576.84 0.0001

R-Square
0.9722

Root MSE
0 . 9 1 5 3

VARIABLE DF ESTIMATE STANDARD
ERROR

T FOR HO:
PARAMETER: O

PROB>lTl

Intercept

!r
lt

41.3964
3.2219
-5.14t9

2.5507
0. l  786
0. I  786

16.23
18 .03
-28.78

0.0001
0.0001
0.0001

SOURCE DF MS
Model
Error

Corrected Total

s2s.6940
7.6335

533.3275

C.V.
5.0r43

262.8470
0.23t3

1136.292
33
35

0.0001

R-Square
0.9857

Root MSE
0 . 4 8 1 0

VARIABLE DF ESTIMATE STANDARD
ERROR

T FOR Ho:
PARAMETER : O

PROB>lTl

Intercept

! r
!z

67.1821
-2.2048
-3.8943

I  . 2 1 0 8
0.0939
0.0939

55.49
-23.49
-41.48

0.0001
0.000r
0.0001

SOURCE DF SS MS
Model
Error

Corrected
Total

2
33

35

488 .6155
8.9720

497.s875

C.V.
5 .6831

244.3077
0.2719

898.s9 0.0001

R-Square
0.9820

Root MSE
0.5214
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Table 4. ANOVA tables for the first-order empirical loss functions (continued).

VARIABLE DF ESTIMATE 
STANDARD

\  I  L 
ERROR

T FOR Ho:
PARAMETER : O

PROB>lrl

Intercept -18.0274
-2.8238
3.2619

r .s396
0 .  l 0 l  8
0 .  l 0 l  8

- t t  .71
-27.75
32.05

0.0001
0.0001
0.0001

! r
V't

SOURCE DF SS MS
Model
Error

Corrected
Total

R-Square
0.9592

720.0962
3 0 . 6 1 3 8

750.7100

C.V.
9 .2761

Root MSE
0.9632

2
a a
J J

35

360.0481
0.92769120

3 8 8 . 1  I 0.0001

VARIABLE DF ESTIMATE
STANDARD

ERROR
T FOR Ho:

PARAMETER: O
PROB>lTl

Intercept

! r
V't

-73.2833
3.6324
3.7733

3 . 0 6 8 1
0 . 1  8 8 0
0. l  880

-23.89
19.32
20.07

0.0001
0.0001
0.0001

L(y, ,y r )  =

41.3964 + 3.2219 y, - 5.1 419 y,

7.5< \ {  l0 and 103yr312.5

67.1821-2.2048y, -3.8943yr, 
(7)

5 <.fr < 7.5 andl0 S y, a12.5
-1 8.027 4 - 2.8238 y, + 3.2619 y,

5 < -llr < 7.5 and 12.5 < y, !15
-1 3.2833 + 3.6324 y, + 3.7 7 33 y,

7 .5< \  S l0  and  12 .5<y r {15

where the unknown parameters were estimated
using the least-squares method. The respective
Analysis of Variance (ANOVA) tables and tests
for individual parameters based on the above
models are given in Table 4. The results in the
ANOVA tables show sufficient evidence that
the first-order models are appropriate since the
R2 value of each estimated model is 0.972,
0.986, 0.982, and 0.959, respectively. The
parameter estimates described in Table 4 show
that all parameters are statistically significant.
Although not shown here, the assumptions for

linear regression are supported by residual and
normality plots.

Once the loss function is obtained, an
optimization model is developed using Table 2.
Solving the optimization model by using Excel
Solver@, the optimum process target is obtained
by

*
( l ,  , :  7 .40,  F r :  12.82),  wi th

E " I T C R ( y , , y r ) l  3 . g g ,  E " l L j , , ! r ) l  :

4.57, and E- lTC(y, , ! r ) ]  :  9.31. Note that i f

the process target is set at the customer-
identified target

(i.e., (h : 7,5, ltz : 12.5)), then

E . I T C  R ( y , , y r ) ] :  4 . 0 1 ,  E . l L j , , ! ) 7  :

4.66, and E*lTC(y, , ! r ) l :9.43. This indicates

that the customer identified target (t, = 7 .5 and

T, --12.5) is not the most economical process

target.

1 n
J I



7.2 Application of the second-order
multivariate empirical loss function
The second example considers machining
operations for precision-machined alloy foundry
products. The product considered here is a valve
seat insert, and the machining operations for this
product consist of removing metal chips to
produce a smooth surface and to assure proper
fit within the specified specification. The key
quality characteristics for the valve seat insert
are outside diameter (vr) and width (y2). The

specified specifications are given by ( LSL,:7,

USLI:10) and (LSL2:18, USZz:21). Further,

z r :  8 ,  T r :  20 ,  Ct * :30 ,  C! :50 ,  and C, :2 .

The losses due to the deviations from the
customer-identified target are shown in Table 5
and the graphical presentation of the data set is
shown in Figure 3. The quality characteristics

S4 andy2) follow a bivariate normal distribution

wi th  o ,2 :0 .49  and or ' :0 .25 .  The prob lem is

where the process target should be set in order to
minimize the expected total cost.

Using Figure 3, the following second-
order empirical loss function is appropriate.

L(y, ,yr)  = 1 150.3658 * 67 .9622y, -87.8513y,

$.}Cf.a y l  + r .997 3 y l  + 0.9953 l t rz
(8)

where the unknown parameters were estimated
using the least-squares method. The ANOVA
table and tests for individual parameters for the
above model are given in Table 6, and the
second-order model is appropriate since the R2
value is 0.99.

Once this empirical loss function is
obtained, an optimization model is developed
using Table 2. Solving the optimization model
by using Excel Solvert, the optimum process

target is obtained by ( f ,  :  S. : : .  F*, :  19.721.

w i t h  E -  l T C  * ( y , ,  y r ) ]  :  1 . 2 8 ,  E . l L j , ,  l ) l
:2 .06 ,  and E. ITC(y , , ! r ) ]  :  5 .34 .  Note  tha t  i f

the process target is set at the customer-

identified target (i.e., ( ltr : 8, Fz : 20)), then

Thammasat Int. J. Sc. Tech., Vol. I l, No. 3, July-September 2006

E"  ITC R(y , ,  y r ) ] :3 .03 ,  E .  1L0 , ,  ! r ) f : | . 42 ,
and, E*lTC(.y,, !r)] :  19.60. For this part icular
example, some magnitude of savings as high as
17.21% (:((6.45-5.34)/6.45)* 100) would be
realized by implementing the optimum process
target. This example also indicates that the

customer identif ied target (Tr :8 and Tz : 20 \
is not the most economical process target. The
graphical presentation of this example
associated with the customer-identified target
and optimum process target is depicted in Figure
4 .

8. Conclusion
Quality engineers are often faced with the

problem of how to determine the most
economical process target. Although this issue
has been extensively studied in the research
community, there is room for improvement.
This paper attempts to incorporate the
customer's overall perception of product quality
using regression analysis when multiple quality
characteristics are considered. This paper first
develops a multivariate empirical loss function
and then presents optimization models for the
most economical process target by taking into
account a customer loss based on empirically
gathered data and the costs incurred by a
manufacturer such as rejection costs and
inspection cost. The particular numerical
examples reveal that a significant amount of
savings would be realized by implementing the
optimum process target, indicating that the
customer-identified target may not be the most
cost-effective setting to pursue. It should be
noted that the models shown in Tables I and 2
are based on multivariate and bivariate normal
distributions. In the case of quality
characteristics falling in other distributions,
these two models cannot be used directly but
they can be applied by changing the distribution

func t ions  ( f (y , , !2 , . . . , y , )  and f (y , ,y r ) )  to

an appropriate function.
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Table 6. ANOVA table for the second-order empirical loss function.

SOURCE DF SS MS F
Model
Error

Corrected
Total

5
250
255

2948.744r
t83.3929

3132.r370

589.7488
0.7336

803.94 0.000r

R-Square
0.9414

C.V.
13.7426

Root MSE
0.8565

VARIABLE DF ESTIMATE
STANDARD

ERROR
T FOR H6:

PARAMETER : O
PROB>lrl

Intercept

! t
!z

2
! t

2
!z

Vr V"t

880.7056
-54.97rr
-65.t682
-2.2345
- 1 . 4 1 0 1

0.9823

when there *3i]lilt$ .nuru.teristics, r
customer-identified target values exist and hence
2' different sets form the specification region.
For example, when h:1, two different sets
around the target value, such as
O,  :  {y , :  LSL,  <  ! ,  <  r , }  and

Qz : {y, , r, 3 y, 1USLJ, form the
specification region. When n:2, four different
se ts ,  wh ich  are  Qr :  { (y , ,y r ) ,
LSL. < !, 3 rt and LSL, < !, < rr]; .

o ,  =  { ( y , , y r ) ,
LSL. < lr 3 rtandrz 3 yz 3USL2\, O: :

{0r,yr) : r ,  < yt  <USLr and LSL2 < ! ,  < rr}

and Oo :  \ (y, ,yr) :  r ,  < yt  <US\ and

rz! !z <USL2), fo.- the specification region.

Similarly, for n quality characteristics, 2'
different sets are reahzed as follows:

c t ,  =  
{ ( - } , , , 12 , . . . , y , )  :  LSL .  <  y ,  1  11 , . . . ,

LSLI  S ! ,  3  r , , . . . ,L9L,  <  y ,  <  r , |

Q ,  =  l ( Y , Y r , . . . , ! , ) :  L S L , 3  Y ,  S 1 1 t . . . t

LSL I  <  l i  3  r i , . . . , LSL , - ,  3  y ,  , 1 r , _ r ,

r, < yn <USL,I

O,  =  
{ ( - / , ' ,  ! 2 , . . . ,  y , )  :  LSL \  <  y ,  1  r , , . . . ,

LSL i  <  y ' , 3T , s . . . t Tn_ t  1 ! , _ r  1USL ,_1 ,

L S L , < y , 3 r , l

Qr,  =  \ ( ! , , l r , " ' ,  ! , )  :  r ,  <  y ,  I  U5L1, . . . ,

T i  1 / i  < U S L . t . . . ; T n  <  y ,  < U S L , I '

Appendix B
If there are two quality characteristics of

interest and the first-order estimated empirical

loss function is appropriate, then LO,,yr) is
given by:

29.2948
r.7208
2.8t43
0.0708
0.0708
0.0630

30.06
-3r.94
-23 .16
3 1 . 5 5
19.9r
15 .60

0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
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L(y , , y r )  =

F,n+ Fr r l r+  F , r ! r ,
LSL. < h S T and LSL, 1 y, 1 r,

F^*  Fr r l r+  i r r l r ,
LSL. < !, A rrandr, < y, <USL,

F**  B . r l ,+  i r r l r ,
rt 1 lt < USL. and LSL, I y, I r,

f * *  fo , l ,+  Br r l r ,
rt 1 lt < USL. andr, < y, < USL,

Similarly, if the second-order estimated
empirical loss function is appropriate,

L(y, ,  ! r )  is  def ined as:

L0,.yr)  = an + d, ! ,  + dr! ,  + d, , ! l  + drr ! |

td"! '!t

Note that these models should be verified using
lack-of-fit tests and supported by ANOVA
tables.

LSL, LSL, I USL,, 2 USL.

PG:'):  J J J J.f(v' ,v,, . . . ,v,)dv,dv,.. .dv,
. , ,  4, LSl., , :  LSlt

LSL,, USL,, I LSL,, . USL, I LtZl
l l t l t -+ J J  J  J  J . f ( y , . . v , . . . . . ! , l d y , d y . . . . d y ,
.r  LSL,1 e LSL, I  LSLI

LSL,I USL. 1 USL. LSL.

+. . .+  J  I  I  l . fO, , !2 , . . . , ! , )dy ,dy , . . . r ty ,
a LSl . ,1  LSL.  '

usL,, LsL" 1 LSL,, 2 USL,3 L5t1

.J  J  J  I  J  1 ' (y , ,y , , . . . , rn)dy ,dy , . . .dy ,
LSL,, -a r LSL, 1 LSLI

ust.,, LSL" t L.tst., . LSL, \ USL,, I Lr.SZr
I t t l t l+ J  J  J  J  J " ' l f r Y ' ' ! 2 " " ' ! ' t d Y ' d Y ' " ' d Y '

LSL,r ,r LSL,, , x LSL, a LSLI

Llst., LSt,, I LIS:,, 2 L|SL.) LSL.
f f t f f ^

+ . . . +  |  |  |  |  l f ( y , . ! 2 . . . . . y , ) d y , d y r . . . d y ,t l t r t "

LSL, < LSL,, 2 LSL. -.n

usL, usL^ r us4 LSL2 LSLI
I  f  I  f  |  ^ .+ . . . + f  I  l l l , f ( y , . ! 2 . . . . , y , ) d ! , d y r . . . d y , .t t t t

LSL, LSL,, LVr -@ -o

Similarly, the probability that a product
Appendix C performance falls within region N can be shown

Considering n quality characteristics. the ur,
probability that a product performance falls
within region I can be shown as: LSL, LSL, t LSL,

LSL,usL, ,  us f r  p(Rj )= 
J  I  

. . ! f f t , , !2 , . . . , !n)d ! ,dyr . . . , ly ,

P(R:)= J  J  J  - f (y , ,y r , . . . . ! , )dy ,dyr . . .dy ,
'  : '  o  I  S I ,  l s / r

; i , . ' ) ! ; : , , ,1 i 'LtsL, . i i  Jf( ! , , ! , , " ' ,1 ' )d! ,dv," 'dv.
|  |  l .  |  . . \1 , ,

+ J  
J  J  1 f 0 , , ! 2 . . . . , y , ) d y , d y r . . . d y ,  L S L . r L S L . .  t s l t

LSL,  -a  LSL, , .  LSL.  +  J  J  J  
. .  

I . f f t , , ! r , . . . , ! , )d ! ,dyr . . .dy^
USL, USL, I USL2 LSL1 m {/S1. , -o .r

t l l t
+. . .+  

J  J  )  !  " f  {1 , , ! 2 , . . . , y , )dy ,dy r . . . dy  LSL .  LSL . ,  t 'SL2  , : ,

L S L , L v , , - t  L S L .  n '  
" - ' - ' J n / - ' r t - ' J z - - ' - ' J  '  

+ " ' +  
J  J  I  l r t l , . l z . " ' . . r , ) d y , d y r " ' r t 1 ' ,

n LtsLn r usq 
! { -r usLl

|  |  |  . .  r . \ r . . )  / J / l+J  J  ) f 0 , . ! 2 . . ' . . v , )d ! ,dv , . . . dv ,  . J  1  i . . . t r o , , ! 2 , . . . , ! . ) dy ,dy , . . . dy .usL,, LSL, I LS\ Li!7_, r,iv_, | {

USL,, a USL,,-. U,Sq e LSL,| r r,sLn. LSr.l

*J  J  J  I r t t , , /2 . . . . , y , )dy ,dy , . . .dy ,  + i  i  J  J  i . f (v , ,v , , . . . , v . )d ! ,dv , . . .dv .
LSl.,, LiSt., I LSL, ) LS\ LisLh q: usL' ' -t

usLn usLn r LlsL2 n 
- LSL' 1 LSL' ' I'SL. x'

|  |  t '  |  . ,  .  v t r tv . r tv^  r tv  * . . . *  J  I  J  J  ! " f t t , . r2 . . . . . !n tdy,dy, . . .dy,+ . . . +  J  J  I  J f { t , . ! 2 . . . . , y , ) d ! , d y r . . . d ) , .  , i , ,  :  , r , , 1
LSL, LSL, I LSL2 USL.

+."+ J  J  
. .  

I  fO, , !2 , . . . , ! , )dy,dy, . . .dy, .
The probability that a product performance falls ust'.ust'., ustl

within region II can be obtained as:
Considering two quality characteristics as

shown in Figure 1, rejection regions I and II
represent the ones where a product performance
fails to meet one of the specification sets and
both specification sets, respectively. From a
practical point of view, the rejection cost when a
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product performance falls within region 1 is f ist., ust,
lowerthan the one when aproduct performance E2ITCR]:C;.1 |  |  f  t l , , ,yr)dy,dyr+
falls within region ,11. The expected rejection [ 

'" 
r.iz

cost associated with region I, denoted by usLl LSr,,

E: lC ol ,  can be shown as:  I  I  f  O,,yr)dydy,
L . \L .  I

E: lC * l :  C ' *  '  P(R ' r )  ,  
I  L 's1 '

+  |  |  t t r , . ! 2 ) d y , d y ,
t,it. tit,

where CIR and P(R:) represent the unit usL2.. 
- l

rejection cost associated with region 1 and the r r

probability that a product performance falls 
*rJ,, 

lr,"'"y)dygy2 |
within region I respectively. That is: f r,sr.. t,sr,,

fr..s,..r.'.s2., 
.c# 

| I lrrt"lt')dv'dv'+
t . - l - L a t .

E:lcol= c; I J ! .Ftt,.y.td!i!: r. t,sr.q
| 

-r 1-SL, | |

Li .sL,  LsL,  r ,  rs1. ,  J  J f  (h ' !z)dy 'dyt

f -  |  -  I  |  . . .  ,  / . s / .  t

+ J  J l ( y t . y r ) d y , d y r +  I  I J ( . v , ' / : ) d v l r z  ,  ,
LSL, -q L"S/-. 1-.tl f I

, \ /  ,  
- l  

r r r '  
+  

J  J f t ' ' " f 7 l d Y ' d Y '
|  |  |  u s z ' { s l l

+ J  l f { t , , r , t d y , d y , l .  L r L . ,  I/ s / r s l '  |  *  J  ! f t l , , , y r l d l , d l r l .

where J 0r,!) isthe joint probability density 
a uSt'1 J
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