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ABSTRACT
In this paper, we propose an algorithm for solving the generalized Nash equilibrium

for noncooperative games by means of the quasi-variational inequality. Incorporating the in-
ertial steps to a projection-like method, we show the convergence of the generated sequence
to the solution of a quasi-variational inequality, and hence the Nash equilibrium. We also
implement the algorithm to some test problems, where the numerical experiment portrays
that the convergence of our proposed algorithm is about twice as fast compared to the known
projection-like method without the inertial steps.

Keywords: Convergence; Inertial method; Nash equilibrium problem; Projection-like
method; Quasi-variational inequality

1. Introduction
Game theory is the study of compe-

titions and how to equilibrate them, formu-
lated in the theoretical framework. A non-
cooperative game depicts a situation where
each of the involved competitors (called
players) is not allowed to speak to other
competitors and have control over their own

decision. Of course, each of the player’s
losses is also affected by the choice of other
players. The basic setup for a noncooper-
ative game consists of the set of players,
usually denoted by 𝑁 := {1, 2, · · · , 𝑛}, and
the strategy space 𝑋𝑖 of each player 𝑖 ∈
𝑁 . The concept of a Nash equilibrium is
the most common equilibrium concept for
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a noncooperative game, and we shall call
the problem of seeking such equilibrium
the Nash equilibrium problem. To solve a
Nash equilibrium problem, each player is
required to solve an optimization problem,
and therefore, one may wish to exploit the
method of convex analysis and optimization
[1]. We may also impose the moving con-
straints into the model to capture the limita-
tion of resources and the like. For this, each
player is required to solve an optimization
whose constraints also depend on the deci-
sions of other players. The difficulty arises
as each player’s optimization problems are
prescribed to be solved simultaneously and
blindly. This gives a strong motivation that
this generalized Nash equilibrium problem
should be solved as a quasi-variational in-
equality problem (see [2]). There have been
various results in this direction (see e.g.
[3–7]).

Let us recall that the generalized
Nash equilibrium can be formally stated as
follows. Let 𝑁 = {1, 2, · · · , 𝑛} be the set of
players and let 𝑋𝑖 ⊆ 𝐻𝑖 be the strategy set
of player 𝑖, for 𝑖 ∈ 𝑁 . Here 𝐻𝑖 denotes a
Hilbert space. Let us define 𝑋 :=

∏𝑛
𝑖=1 𝑋𝑖

and 𝑋−𝑖 :=
∏
𝑗∈𝑁 \{𝑖 } 𝑋𝑖 for each 𝑖 ∈ 𝑁 . If

𝑥 ∈ 𝑋 and 𝑖 ∈ 𝑁 , we adopt the notations
𝑥𝑖 := (𝑥1, · · · , 𝑥𝑖−1, 𝑥𝑖+1, · · · , 𝑥𝑛) ∈ 𝑋−𝑖
and (𝑥−𝑖 , 𝑥𝑖) := 𝑥. Each player 𝑖 ∈ 𝑁
is also equipped with the constraint map
𝐾𝑖 : 𝑋−𝑖 → 𝑋𝑖 and a cost function 𝑓𝑖 : 𝑋 →
(−∞, +∞]. A generalizedNash equilibrium
problem then amounts to each player 𝑖 ∈ 𝑁
solve the following optimization problem:

min 𝑓𝑖 (𝑥−𝑖 , 𝑥𝑖)
s.t. 𝑥𝑖 ∈ 𝐾𝑖 (𝑥−𝑖).

}
(1.1)

If all 𝑓𝑖’s are convex and continuously dif-
ferentiable and all 𝐾𝑖’s have closed convex
values, then 𝑥 is a generalized Nash equilib-
rium if and only if 𝑥 ∈ 𝐾 (𝑥) and
⟨𝐹 (𝑥), 𝑦 − 𝑥⟩ ≥ 0 for all 𝑦 ∈ 𝐾 (𝑥), (1.2)

where 𝐹 (𝑥) = (∇𝑥𝑖 𝑓𝑖 (𝑥))𝑖∈𝑁 for 𝑥 ∈ 𝑋 .
The inequality Eq. (1.2) is known as a quasi-
variational inequality problem (QVI). This
approach provides an efficient computa-
tion method for solving a generalized Nash
equilibrium through the QVI formulation.
In particular, the class of projection meth-
ods has been studied for solving both con-
vex optimization problems and monotone
variational inequality problems (see [8, 9]).
These methods require only a small stor-
age, take advantage of any separable struc-
ture in constrained sets of the problems,
and many constraints can be attached or
removed from the active set at each iter-
ation. In this way, many projection type
methods were introduced, for example, the
extragradient algorithm (see [10, 11]), the
cutting hyperplane method [12], half-space
projection method [13], and many more.
In 2010, Zhang et al. [14] introduced a
projection-like method for solving the gen-
eralized Nash equilibrium which involves
initiating constants 𝜗 ∈ (0, 1), 𝜇 ∈ (0, 1),
𝜌 ∈ (0, 2) and generating from any 𝑥0 ∈ 𝑋
the following sequence

𝑧𝑘 = 𝑃𝐾 (𝑥𝑘 ) (𝑥𝑘 − 𝐹 (𝑥𝑘))
𝑦𝑘 = (1 − 𝛽𝑘) 𝑥𝑘 + 𝛽𝑘 𝑧𝑘
𝑥𝑘+1 = 𝑃𝐾 (𝑥𝑘 ) (𝑥𝑘 − 𝛼𝑘𝑑𝑘)

where 𝛼𝑘 and 𝑑𝑘 are given by

𝛼𝑘 = 𝜌(1 − 𝜇)
∥𝑥𝑘 − 𝑧𝑘 ∥2

∥𝑑𝑘 ∥2

and
𝑑𝑘 = 𝑥𝑘 − 𝑧𝑘 −

𝐹 (𝑦𝑘)
𝛽𝑘

.

Here, the parameter 𝛽𝑘 = 𝜗𝑚𝑘 is computed
by the following line search: find 𝑚𝑘 is the
smallest nonnegative integer 𝑚 such that

⟨𝐹 (𝑥𝑘) − 𝐹 ((1 − 𝜗𝑚) 𝑥𝑘 + 𝜗𝑚𝑧𝑘) , 𝑥𝑘 − 𝑧𝑘⟩
≤ 𝜇 ∥𝑥𝑘 − 𝑧𝑘 ∥2 . (1.3)
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On the other hand, in 1964, Polyak
[15] studied and developed an algorithm
with the idea of increasing the speed of the
convergence. The iterative method with
an additional inertial step was then intro-
duced. The inertial step improves the suc-
cessive speed of the two-step algorithm by
taking into account the memory of the pre-
vious two steps of each iteration. The al-
gorithms with an inertial step are known as
inertial-type algorithms. This concept has
been applied in several methods such as the
inertial proximal point algorithm [16], in-
ertial extragradient algorithms [17], inertial
forward-backward splitting methods [18],
etc. Recently, in 2020, Shehu et al. [19]
also established strong convergent results
using an inertial projection-type method for
solving quasi-variational inequalities in real
Hilbert spaces.

In this paper, we consider an iner-
tial projection-type method for solving the
quasi-variational inequality formulated the
generalized Nash equilibrium problem by
taken into account the idea of Zhang et
al. [14] in the setting of a Hilbert space.
Our results extend the projection-like al-
gorithms of [14] to an infinite-dimensional
setting and the convergence analysis shows
that the inertial modification still grants a
strong convergence even though the dimen-
sion can be infinite. Our numerical experi-
ment illustrates a significant improvement,
showing that only half the number of iter-
ations, compared to the known projection-
like algorithm, is required to converge with
the same tolerance.

The remaining parts of the paper are
organized as follows: Section 2 consists
of some definitions and tools utilized to
prove the main results. After that, Section
3 provides the proof of convergence the-
orem with the proposed algorithm which
its examples of the implementation as nu-

merical results are included in Section 4.
Lastly, Section 5, the summary of this work
is briefly written.

2. Preliminaries
LetH be a real Hilbert space with in-

ner product and norm denoted by ⟨·, ·⟩ and
∥·∥, respectively. LetK be a closed convex
set in H and 𝐹 : H → H be a continu-
ous mapping. Given a set-valued mapping
𝐾 defined by 𝑢 ↦→ 𝐾 (𝑢), which associates
a closed convex set 𝐾 (𝑢) ofH with any el-
ement of H . Recall that a problem finding
𝑢 ∈ H such that 𝑢 ∈ 𝐾 (𝑢) and

⟨𝐹 (𝑢), 𝑣 − 𝑢⟩ ≥ 0 (2.1)

for all 𝑣 ∈ 𝐾 (𝑢), where (2.1) is called
quasi-variational inequality (QVI). More-
over, it can be observed that the unique
nearest point in K from each element inH
known as the orthogonal projection fromH
onto K is defined by

𝑃K (𝑥) = argmin {∥𝑥 − 𝑦∥ | 𝑦 ∈ K}

for any 𝑥 ∈ H . Then, it is acquired that

∥𝑥 − 𝑃K (𝑥)∥ ≤ ∥𝑥 − 𝑦∥

for any 𝑦 ∈ K. Furthermore, the projection
mapping is nonexpansive, that is,

∥𝑃K (𝑥) − 𝑃K (𝑦)∥ ≤ ∥𝑥 − 𝑦∥

for all 𝑥, 𝑦 ∈ H .

Proposition 2.1 ([20]). Let H be a real
Hilbert space. The following properties
hold, for any 𝑥, 𝑦, 𝑧 ∈ H and 𝜆 ∈ R,

(a) ∥𝑥 + 𝑦∥2 = ∥𝑥∥2 + 2 ⟨𝑥, 𝑦⟩ + ∥𝑦∥2

(b) 2 ⟨𝑥 − 𝑦, 𝑥 − 𝑧⟩ = ∥𝑥 − 𝑦∥2 +
∥𝑥 − 𝑧∥2 − ∥𝑦 − 𝑧∥2

(c) ∥𝜆𝑥 + (1 − 𝜆)𝑦∥2 = 𝜆 ∥𝑥∥2 + (1 −
𝜆) ∥𝑦∥2 − 𝜆(1 − 𝜆) ∥𝑥 − 𝑦∥2
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Lemma 2.2 ([21]). Let K be a nonempty
closed convex subset in R𝑛. Then a vector
𝑧 B 𝑃K (𝑥) if and only if

⟨𝑥 − 𝑧, 𝑧 − 𝑦⟩ ≥ 0

for all 𝑦 ∈ K.

The following statement gives a nec-
essary and sufficient condition to be a solu-
tion of the QVI problem (2.1).

Lemma 2.3 ([14]). A point 𝑥 is a solution
of the QVI problem (2.1) if and only if

𝑟𝐾 (𝑥) (𝑥) B
𝑥 − 𝑃𝐾 (𝑥) (𝑥 − 𝐹 (𝑥))

 = 0.

Lemma 2.4 ( [22]). Let {𝜙𝑘 } ⊆ [0,∞) and
{𝛿𝑘 } ⊆ [0,∞). If the following conditions
are satisfied:

(a) 𝜙𝑘+1 − 𝜙𝑘 ≤ 𝜃𝑘 (𝜙𝑘 − 𝜙𝑘−1) + 𝛿𝑘

(b)
∑∞
𝑘=1 𝛿𝑘 < +∞

(c) {𝜃𝑘 } ⊆ [0, 𝜃] and 𝜃 ∈ [0, 1)

where 𝑘 ∈ N. Then {𝜙𝑘 } is a convergent se-
quence and

∑∞
𝑘=1 [𝜙𝑘+1−𝜙𝑘]+ < +∞ where

[𝑡]+ B max{𝑡, 0} for all 𝑡 ∈ R.

Now we give some concepts for the
continuity of a set-valued mapping.

Definition 2.5. Let 𝑋 be aHilbert space and
𝐾 a set-valued map from 𝑋 to itself. The
mapping 𝐾 is said to be

(a) weakly upper semicontinuous at 𝑥0
if for any {𝑥𝑘 } ⊆ 𝑋 such that 𝑥𝑘 ⇀
𝑥0 and for any {𝑦𝑘 } ⊆ 𝐾 (𝑥𝑘) such
that 𝑦𝑘 ⇀ 𝑦0 imply that 𝑦0 ∈ 𝐾 (𝑥0).

(b) weakly lower semicontinuous at 𝑥0
if for any {𝑥𝑘 } ⊆ 𝑋 such that
𝑥𝑘 ⇀ 𝑥0 implies that for each
𝑦0 ∈ 𝐾 (𝑥0), there exists a sequence
{𝑦𝑘 } ⊆ 𝐾 (𝑥𝑘) such that 𝑦𝑘 ⇀ 𝑦0.

(c) weakly continuous at 𝑥0 if it is
both weakly upper and weakly lower
semicontinuous at 𝑥0.

(d) weakly continuous on 𝑋 if it is
weakly continuous at every point of
𝑋 .

Definition 2.6. Let 𝑋 ⊆ H be a Hilbert
space and 𝐹 : 𝑋 → 𝑋 be a mapping. Then
𝐹 is said to be

(a) pseudo monotone on 𝑋 if for any
𝑥, 𝑦 ∈ 𝑋 , ⟨𝐹 (𝑦), 𝑥 − 𝑦⟩ ≥ 0 implies
⟨𝐹 (𝑥), 𝑥 − 𝑦⟩ ≥ 0.

(b) monotone on 𝑋 if for any 𝑥, 𝑦 ∈ 𝑋 ,
⟨𝐹 (𝑥) − 𝐹 (𝑦), 𝑥 − 𝑦⟩ ≥ 0.

Definition 2.7. Let 𝑋 ⊆ H be a Hilbert
space. For any 𝑥 ∈ 𝑋 , a mapping 𝐹 : 𝑋 →
𝑋 is said to be

(a) monotone at 𝑥, if for any 𝑦 ∈ 𝑋 ,
⟨𝐹 (𝑦) − 𝐹 (𝑥), 𝑦 − 𝑥⟩ ≥ 0.

(b) strictly monotone at 𝑥, if for any
𝑦 ∈ 𝑋 , ⟨𝐹 (𝑦) − 𝐹 (𝑥), 𝑦 − 𝑥⟩ > 0,
whenever 𝑥 ≠ 𝑦.

Lemma 2.8 ( [14]). Let 𝑥 ∈ 𝑋 be arbitrary.
For any 𝛼 ∈ (0, 1), define

𝑧 = 𝑃𝐾 (𝑥) (𝑥−𝐹 (𝑥)), 𝑦(𝛼) = (1−𝛼)𝑥 +𝛼𝑧.

Then for any given 𝜇 ∈ (0, 1), when 𝛼 > 0
is sufficiently small, we have

⟨𝐹 (𝑥) − 𝐹 (𝑦(𝛼)), 𝑥 − 𝑧⟩ ≤ 𝜇 ∥𝑥 − 𝑧∥2 .

3. Main results
In this section, the convergence re-

sult is provided through some lemmas. By
the way, some assumptions are required to
prove themain theorem. First we denote the
notation

𝑆∗ B

{
𝑥 ∈

⋂
𝑥∈𝑋

𝐾 (𝑥) | ⟨𝐹 (𝑥), 𝑦 − 𝑥⟩ ≥ 0
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for all 𝑦 ∈
⋃
𝑥∈𝑋

𝐾 (𝑥)
}
.

We suppose the following assumptions:

(A1) 𝑆∗ is nonempty.

(A2) 𝐹 (·) is pseudo monotone on 𝑋 .

(A3) For any 𝑥 ∈ 𝑋 , 𝑥 ∈ 𝐾 (𝑥).

(A4) 𝐾 (·) is weakly continuous on 𝑋 .

By the previous motivation of an inertial
step with projection-like method for solv-
ing the generalized Nash equilibrium, we
propose the following algorithm.

Algorithm 1 An Inertial Projection-Like
Method
1: procedure Find: 𝑥𝑘+1.
2: Initialization: 𝜇 ∈ (0, 1) , 𝜗 ∈ (0, 1) , 𝜌 ∈ (0, 2) , Tol →

0.
3: Take: 𝑥0 , 𝑥1 ∈ 𝑋 and 𝑘 = 1.
4: repeat Set 𝑤𝑘 = 𝑥𝑘 + 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1) where 0 ≤ 𝛾𝑘 ≤
𝛾𝑘 such that

𝛾𝑘 =


min

{
𝑐,

𝜉𝑘

∥𝑥𝑘−𝑥𝑘−1 ∥2
}

if 𝑥𝑘 ≠ 𝑥𝑘−1 ,

𝑐 if 𝑥𝑘 = 𝑥𝑘−1

when 𝜉𝑘 ∈ [0,∞) such that ∑∞
𝑘=1 𝜉𝑘 < +∞ and 𝑐 ∈ [0, 1) .

5: if 𝑟𝐾 (𝑤𝑘 ) (𝑤𝑘 ) = 0 then Stop
6: end if Set

𝑧𝑘 = 𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝐹 (𝑤𝑘 ))

and
𝑦𝑘 = (1 − 𝛽𝑘 ) 𝑤𝑘 + 𝛽𝑘 𝑧𝑘

where 𝛽𝑘 = 𝜗𝑚𝑘 and 𝑚𝑘 is the smallest nonnegative integer
𝑚 such that

⟨𝐹 (𝑤𝑘 ) − 𝐹 ( (1 − 𝜗𝑚) 𝑤𝑘 + 𝜗𝑚𝑧𝑘 ) , 𝑤𝑘 − 𝑧𝑘 ⟩
≤ 𝜇 ∥𝑤𝑘 − 𝑧𝑘 ∥2 . (3.1)

Set 𝑥𝑘+1 = 𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝛼𝑘𝑑𝑘 ) where 𝛼𝑘 and 𝑑𝑘 are
given by

𝛼𝑘 = 𝜌(1− 𝜇) ∥𝑤𝑘 − 𝑧𝑘 ∥
2

∥𝑑𝑘 ∥2
and 𝑑𝑘 = 𝑤𝑘 − 𝑧𝑘 −

𝐹 (𝑦𝑘 )
𝛽𝑘

.

7: until 𝑟𝐾 (𝑥𝑘 ) (𝑥𝑘 ) < Tol
8: end procedure

By Lemma 2.8, it is easy to show that
the sequences generated by the Algorithm
1 are satisfied this lemma also. With the
purpose of proving the feasibility of Algo-
rithm 1, it is enough to prove the following
lemma.

Lemma 3.1. Suppose that the assumptions
(A1)-(A3) hold. If 𝑟𝐾 (𝑤𝑘 ) (𝑤𝑘) ≠ 0 then
𝑑𝑘 ≠ 0.

Proof. By the assumption (A1), we can let
𝑥∗ ∈ 𝑆∗. Moreover, by the assumption (A3),
we have 𝑤𝑘 ∈ 𝐾 (𝑤𝑘) and 𝑦𝑘 ∈ 𝐾 (𝑦𝑘)
which implies that

⟨𝐹 (𝑥∗) , 𝑤𝑘 − 𝑥∗⟩ ≥ 0

and
⟨𝐹 (𝑥∗) , 𝑦𝑘 − 𝑥∗⟩ ≥ 0.

By the pseudo monotonicity, we obtain that

⟨𝐹 (𝑤𝑘) , 𝑤𝑘 − 𝑥∗⟩ ≥ 0 (3.2)

and
⟨𝐹 (𝑦𝑘) , 𝑦𝑘 − 𝑥∗⟩ ≥ 0. (3.3)

Since 𝑥∗ ∈ 𝐾 (𝑤𝑘) and from the fact that
𝑧𝑘 = 𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝐹 (𝑤𝑘)), by Lemma
2.2, then we have

⟨𝑤𝑘 − 𝑧𝑘 − 𝐹 (𝑤𝑘) , 𝑧𝑘 − 𝑥∗⟩ ≥ 0. (3.4)

Observe that, since 𝑦𝑘 = (1 − 𝛽𝑘) 𝑤𝑘 +
𝛽𝑘 𝑧𝑘 , we can simplify to be

𝑤𝑘 − 𝑦𝑘 = 𝛽𝑘 (𝑤𝑘 − 𝑧𝑘) (3.5)

From (3.2), (3.3), (3.15) and (3.5), it fol-
lows that

⟨𝑑𝑘 , 𝑤𝑘 − 𝑥∗⟩
= ⟨𝑤𝑘 − 𝑧𝑘 , 𝑤𝑘 − 𝑥∗⟩

+
〈
𝐹 (𝑦𝑘)
𝛽𝑘

, 𝑤𝑘 − 𝑥∗
〉

≥ ⟨𝑤𝑘 − 𝑧𝑘 − 𝐹 (𝑤𝑘) , 𝑤𝑘 − 𝑥∗⟩
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+
〈
𝐹 (𝑦𝑘)
𝛽𝑘

, 𝑤𝑘 − 𝑥∗
〉

≥ ⟨𝑤𝑘 − 𝑧𝑘 − 𝐹 (𝑤𝑘) , 𝑤𝑘 − 𝑧𝑘⟩

+
〈
𝐹 (𝑦𝑘)
𝛽𝑘

, 𝑤𝑘 − 𝑥∗
〉

≥ ⟨𝑤𝑘 − 𝑧𝑘 − 𝐹 (𝑤𝑘) , 𝑤𝑘 − 𝑧𝑘⟩

+ 1

𝛽𝑘
⟨𝐹 (𝑦𝑘) , 𝑤𝑘 − 𝑦𝑘⟩

= ⟨𝑤𝑘 − 𝑧𝑘 − 𝐹 (𝑤𝑘) , 𝑤𝑘 − 𝑧𝑘⟩
+ ⟨𝐹 (𝑦𝑘) , 𝑤𝑘 − 𝑧𝑘⟩

≥ ∥𝑤𝑘 − 𝑧𝑘 ∥2 − 𝜇 ∥𝑤𝑘 − 𝑧𝑘 ∥2

= (1 − 𝜇) ∥𝑤𝑘 − 𝑧𝑘 ∥2 .

That is,

⟨𝑑𝑘 , 𝑤𝑘 − 𝑥∗⟩ ≥ (1 − 𝜇) ∥𝑤𝑘 − 𝑧𝑘 ∥2 .
(3.6)

Since 𝑟𝐾 (𝑤𝑘 ) (𝑤𝑘) =𝑤𝑘 − 𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝐹 (𝑤𝑘))
 and

𝑟𝐾 (𝑤𝑘 ) (𝑤𝑘) ≠ 0 then

𝑤𝑘 ≠ 𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝐹 (𝑤𝑘)) = 𝑧𝑘 .

That is, ∥𝑤𝑘 − 𝑧𝑘 ∥ ≠ 0. Since 𝜇 ∈ (0, 1),
by (3.6), thus ⟨𝑑𝑘 , 𝑤𝑘 − 𝑥∗⟩ > 0. Hence,
𝑑𝑘 ≠ 0. □

To obtain the main theorems, it is im-
portant to demonstrate the boundedness of
a sequence {𝑥𝑘 } generated by Algorithm 1
because later it is needed to explain the ex-
istence of a subsequence. Moreover, when
{𝑥𝑘 } is bounded, some sequences related
with {𝑥𝑘 } can be bounded as well.

Lemma 3.2. Suppose that the assumptions
(A1)-(A3) hold. The sequence {𝑥𝑘 } gener-
ated by Algorithm 1 is bounded.

Proof. Let 𝑥∗ ∈ 𝑆∗. Observe that

𝜌(2 − 𝜌) (1 − 𝜇)2 ∥𝑤𝑘 − 𝑧𝑘 ∥
4

∥𝑑𝑘 ∥2
≥ 0. (3.7)

Then, by Proposition 2.1, Lemma 3.1 and
(3.7), we have

∥𝑥𝑘+1 − 𝑥∗∥2

=
𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝛼𝑘𝑑𝑘) − 𝑥∗

2
=

𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝛼𝑘𝑑𝑘) − 𝑃𝐾 (𝑤𝑘 ) (𝑥∗)
2

≤ ∥(𝑤𝑘 − 𝛼𝑘𝑑𝑘) − 𝑥∗∥2

= ∥𝑤𝑘 − 𝑥∗∥2 − 2𝛼𝑘 ⟨𝑑𝑘 , 𝑤𝑘 − 𝑥∗⟩
+𝛼2𝑘 ∥𝑑𝑘 ∥

2

≤ ∥𝑤𝑘 − 𝑥∗∥2 − 2𝛼𝑘 (1 − 𝜇) ∥𝑤𝑘 − 𝑧𝑘 ∥2

+𝛼2𝑘 ∥𝑑𝑘 ∥
2

= ∥𝑥𝑘 + 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1) − 𝑥∗∥2

−𝜌(2 − 𝜌) (1 − 𝜇)2 ∥𝑤𝑘 − 𝑧𝑘 ∥
4

∥𝑑𝑘 ∥2
(3.8)

≤ ∥𝑥𝑘 + 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1) − 𝑥∗∥2

≤ ∥𝑥𝑘 − 𝑥∗∥2

+𝛾𝑘
(
∥𝑥𝑘 − 𝑥∗∥2 − ∥𝑥∗ − 𝑥𝑘−1∥2

)
+2𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥2 .

It can be concluded that

∥𝑥𝑘+1 − 𝑥∗∥2 − ∥𝑥𝑘 − 𝑥∗∥2

≤ 𝛾𝑘

(
∥𝑥𝑘 − 𝑥∗∥2 − ∥𝑥∗ − 𝑥𝑘−1∥2

)
+2𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥2 .

Recall that 𝛾𝑘 ≤ 𝛾𝑘 ≤ 𝜉𝑘
∥𝑥𝑘−𝑥𝑘−1 ∥2

for all
𝑘 ∈ N such that 𝑥𝑘 ≠ 𝑥𝑘−1. Hence,

𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥2 ≤ 𝜉𝑘
for all 𝑘 ∈ N. Since

∑∞
𝑘=1 𝜉𝑘 < +∞,

then
∑∞
𝑘=1 𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥

2 < +∞. From
Lemma 2.4, we then get that

{
∥𝑥𝑘 − 𝑥∗∥2

}
is a convergent sequence. It implies the
boundedness of {∥𝑥𝑘 − 𝑥∗∥}, that is, {𝑥𝑘 }
is bounded. □

Lemma 3.3. Suppose that the assumptions
(A1)-(A3) hold, then

lim
𝑘→∞

∥𝑤𝑘 − 𝑧𝑘 ∥2
∥𝑑𝑘 ∥

= 0.

Proof. By Proposition 2.1 and (3.8), we
have that

𝜌(2 − 𝜌) (1 − 𝜇)2 ∥𝑤𝑘 − 𝑧𝑘 ∥
4

∥𝑑𝑘 ∥2
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≤ ∥𝑥𝑘 + 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1) − 𝑥∗∥2

− ∥𝑥𝑘+1 − 𝑥∗∥2

= ∥𝑥𝑘 − 𝑥∗∥2 + 2𝛾𝑘 ⟨𝑥𝑘 − 𝑥∗, 𝑥𝑘 − 𝑥𝑘−1⟩
+𝛾2𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥

2 − ∥𝑥𝑘+1 − 𝑥∗∥2

≤ ∥𝑥𝑘 − 𝑥∗∥2 + 𝛾𝑘
(
∥𝑥𝑘 − 𝑥∗∥2

+ ∥𝑥𝑘 − 𝑥𝑘−1∥2 − ∥𝑥𝑘−1 − 𝑥∗∥2
)

+𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥2 − ∥𝑥𝑘+1 − 𝑥∗∥2

≤ ∥𝑥𝑘 − 𝑥∗∥2 + 𝛾𝑘 ∥𝑥𝑘 − 𝑥∗∥2

−𝛾𝑘 ∥𝑥𝑘−1 − 𝑥∗∥2 + 2𝜉𝑘

− ∥𝑥𝑘+1 − 𝑥∗∥2

By Lemma 3.2 and
∑∞
𝑘=1 𝜉𝑘 < +∞, then∑∞

𝑘=1
∥𝑤𝑘−𝑧𝑘 ∥2

∥𝑑𝑘 ∥ < +∞ which implies that

lim
𝑘→∞

∥𝑤𝑘 − 𝑧𝑘 ∥2
∥𝑑𝑘 ∥

= 0.

□

Theorem 3.4. Suppose that the assump-
tions (A1)-(A4) hold. Any accumulation
point of a sequence {𝑥𝑘 } generated by Algo-
rithm 1 is a solution of the quasi-variational
inequality problem (*).

Proof. Let 𝑥∗ ∈ 𝑆∗. We can obtain that

∥𝑤𝑘 ∥ = ∥𝑥𝑘 + 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1)∥
≤ ∥𝑥𝑘 ∥ + 𝛾𝑘 (∥𝑥𝑘 ∥ + ∥𝑥𝑘−1∥) ,

and

∥𝑧𝑘 − 𝑥∗∥ =
𝑃𝐾 (𝑤𝑘 ) (𝑤𝑘 − 𝐹 (𝑤𝑘)) − 𝑥∗


≤ ∥𝑤𝑘 ∥ + ∥𝐹 (𝑤𝑘)∥ + ∥𝑥∗∥ .

Since 𝐹 is continuous and {𝑥𝑘 } is bounded,
then {𝑤𝑘 } and {𝑧𝑘 } are also bounded. In
the same way, the boundedness of {𝑦𝑘 }
and {𝐹 (𝑦𝑘)} are held. Now consider
∥𝑥𝑘 − 𝑤𝑘 ∥, we have

∥𝑥𝑘 − 𝑤𝑘 ∥2 = ∥𝑥𝑘 − 𝑥𝑘 − 𝛾𝑘 (𝑥𝑘 − 𝑥𝑘−1)∥2

≤ 𝛾𝑘 ∥𝑥𝑘 − 𝑥𝑘−1∥2

≤ 𝜉𝑘 .

Since
∑∞
𝑘=1 𝜉𝑘 converges then

lim𝑘→∞ ∥𝑥𝑘 − 𝑤𝑘 ∥2 = 0. From
∥𝑥𝑘 − 𝑤𝑘 ∥ ≥ 0 for any 𝑘 ∈ N, thus

lim
𝑘→∞

∥𝑥𝑘 − 𝑤𝑘 ∥ = 0. (3.9)

By Lemma 3.2, a sequence {𝑥𝑘 } contains at
least a subsequence weakly convergent to a
cluster point, called �̃�. Then there exists a
strictly increasing sequence {𝑘𝑖} ⊆ N such
that

𝑥𝑘𝑖 ⇀ �̃� as 𝑖 → ∞. (3.10)

Without loss of generality, we may assume,
by (3.9), that the sequence {𝑘𝑖} considered
is also satisfied

𝑤𝑘𝑖 ⇀ �̃� as 𝑖 → ∞. (3.11)

Next we claim that, lim𝑖→∞
𝑤𝑘𝑖 − 𝑧𝑘𝑖 =

0.
If 𝛽𝑘 > 0. Since {𝑤𝑘 }, {𝑧𝑘 }

and {𝐹 (𝑦𝑘)} are bounded, then {𝑑𝑘 } is
bounded. Hence, by Lemma 3.3, we have

lim
𝑘→∞

∥𝑤𝑘 − 𝑧𝑘 ∥ = 0.

If 𝛽𝑘 = 0. Thus, there exists a strictly
increasing sequence {𝑘𝑖} ⊆ N such that

lim
𝑘→∞

𝛽𝑘𝑖 = 0. (3.12)

By (3.1), for any sufficient 𝛽𝑘𝑖 , we get that〈
𝐹

(
𝑤𝑘𝑖

)
− 𝐹

((
1 −

𝛽𝑘𝑖
𝜗

)
𝑤𝑘𝑖 +

𝛽𝑘𝑖
𝜗
𝑧𝑘𝑖

)
, 𝑤𝑘𝑖 − 𝑧𝑘𝑖

〉
> 𝜇

𝑤𝑘𝑖 − 𝑧𝑘𝑖 2 .
By Cauchy-Schwarz inequality, we have〈
𝐹

(
𝑤𝑘𝑖

)
− 𝐹

((
1 −

𝛽𝑘𝑖
𝜗

)
𝑤𝑘𝑖 +

𝛽𝑘𝑖
𝜗
𝑧𝑘𝑖

)
, 𝑤𝑘𝑖 − 𝑧𝑘𝑖

〉
≤

𝐹 (
𝑤𝑘𝑖

)
− 𝐹

((
1 −

𝛽𝑘𝑖
𝜗

)
𝑤𝑘𝑖 +

𝛽𝑘𝑖
𝜗
𝑧𝑘𝑖

) 𝑤𝑘𝑖 − 𝑧𝑘𝑖 
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which refer to𝐹 (
𝑤𝑘𝑖

)
− 𝐹

((
1 −

𝛽𝑘𝑖
𝜗

)
𝑤𝑘𝑖 +

𝛽𝑘𝑖
𝜗
𝑧𝑘𝑖

) > 𝜇 𝑤𝑘𝑖 − 𝑧𝑘𝑖  .
Since 𝐹 is continuous, by (3.12), it turns
out that

lim
𝑖→∞

𝑤𝑘𝑖 − 𝑧𝑘𝑖 = 0. (3.13)

We note that𝑥𝑘𝑖 − 𝑧𝑘𝑖 =
𝑥𝑘𝑖 − 𝑤𝑘𝑖 + 𝑤𝑘𝑖 − 𝑧𝑘𝑖

≤
𝑥𝑘𝑖 − 𝑤𝑘𝑖 + 𝑤𝑘𝑖 − 𝑧𝑘𝑖

By (3.9) and (3.13), then

lim
𝑖→∞

𝑥𝑘𝑖 − 𝑧𝑘𝑖 = 0.

That is,

𝑧𝑘𝑖 ⇀ �̃� as 𝑖 → ∞ (3.14)

because of (3.10). By upper semicontinu-
ous of 𝐾 (·), (3.11) and (3.14), also since
𝑧𝑘𝑖 ∈ 𝐾 (𝑤𝑘𝑖 ), thus, �̃� ∈ 𝐾 (�̃�). Last,
we claim that ⟨𝐹 (�̃�) , 𝑢 − �̃�⟩ ≥ 0 for all
𝑢 ∈ 𝐾 (�̃�). By lower semicontinuous of
𝐾 (·), and (3.11), for any 𝑢 ∈ 𝐾 (�̃�), there
exists a sequence 𝑢𝑘𝑖 ∈ 𝐾 (𝑤𝑘𝑖 ) such that
𝑢𝑘𝑖 ⇀ 𝑢 as 𝑖 → ∞. Due to the fact that
𝑧𝑘𝑖 = 𝑃𝐾 (𝑤𝑘𝑖 )

(
𝑤𝑘𝑖 − 𝐹

(
𝑤𝑘𝑖

) )
, by Lemma

2.2, then we have〈
𝑧𝑘𝑖 − 𝑤𝑘𝑖 + 𝐹

(
𝑤𝑘𝑖

)
, 𝑢𝑘𝑖 − 𝑧𝑘𝑖

〉
≥ 0
(3.15)

which is〈
𝑧𝑘𝑖 − 𝑤𝑘𝑖 , 𝑢𝑘𝑖 − 𝑧𝑘𝑖

〉
+
〈
𝐹

(
𝑤𝑘𝑖

)
, 𝑢𝑘𝑖 − 𝑧𝑘𝑖

〉
≥ 0.

Letting 𝑖 → ∞, by (3.11) and (3.14), hence
⟨𝐹 (�̃�) , 𝑢 − �̃�⟩ ≥ 0 for all 𝑢 ∈ 𝐾 (�̃�). There-
fore �̃� is a solution of the quasi-variational
inequality problem (*). □

Theorem 3.5. Suppose that the assump-
tions (A1)-(A4) hold. Let {𝑥𝑘 } be a se-
quence generated by Algorithm 1. If 𝐹 is
strictly monotone at an accumulation point
�̃� of {𝑥𝑘 }, then the sequence converges
weakly to �̃�.

Proof. Since �̃� is an accumulation point of
{𝑥𝑘 }, by Theorem 3.4, we have that �̃� is a
solution of the quasi-variational inequality
problem (*). Let 𝑥∗ ∈ 𝑆∗. Then, it follows
that ⟨𝐹 (𝑥∗) , 𝑧𝑘 − 𝑥∗⟩ ≥ 0. Letting 𝑘 →
∞, thus ⟨𝐹 (𝑥∗) , �̃� − 𝑥∗⟩ ≥ 0. By pseudo
monotonicity of 𝐹, we can see that

⟨𝐹 (�̃�) , �̃� − 𝑥∗⟩ ≥ 0.

Since 𝑥∗ ∈ 𝐾 (𝑥𝑘), using upper con-
tinuity of 𝐾 (·), we obtain that 𝑥∗ ∈
𝐾 (�̃�). Since �̃� is a solution of the
quasi-variational inequality problem (*)
then ⟨𝐹 (�̃�) , 𝑥∗ − �̃�⟩ ≥ 0. That is,
⟨𝐹 (�̃�) , 𝑥∗ − �̃�⟩ = 0. In the similar way, we
get that ⟨𝐹 (𝑥∗) , 𝑥∗ − �̃�⟩ = 0. It can be seen
that ⟨𝐹 (�̃�) , 𝑥∗ − �̃�⟩ = ⟨𝐹 (𝑥∗) , 𝑥∗ − �̃�⟩ = 0,
i.e., ⟨𝐹 (𝑥∗) − 𝐹 (�̃�) , 𝑥∗ − �̃�⟩ = 0. Since 𝐹
is strictly monotone at �̃�, therefore �̃� = 𝑥∗ ∈
𝑆∗. Since every accumulation point of {𝑥𝑘 }
is 𝑥∗. Therefore, the sequence converges
weakly to �̃�. □

Since the previous results which is a
weakly convergence of the sequences gen-
erated by Algorithm 1 remain in the Hilbert
space, so, when the space is restricted to be
a finite dimensional space, it turned out the
ensuing corollary.

Corollary 3.6. Suppose that the assump-
tions (A1)-(A4) hold. Let {𝑥𝑘 } be a se-
quence in a finite dimensional real vec-
tor space generated by Algorithm 1. If
𝐹 is strictly monotone at an accumulation
point �̃� of {𝑥𝑘 }, then the sequence converges
strongly to �̃�.

4. Numerical results
In this section, to illustrate how Al-

gorithm 1 behaves, some examples are in-
cluded and demonstrated using MATLAB.
For the stopping criterion

𝑟𝐾 (𝑥𝑘 ) (𝑥𝑘) B
𝑥𝑘 − 𝑃𝐾 (𝑥𝑘 ) (𝑥 − 𝐹 (𝑥𝑘))

 ,
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we now terminate the numericalmethods by
selecting a tolerance 𝜖 .

From now on, we assign the param-
eters in Algorithm 1 as 𝜖 = 10−6, 𝜇 = 0.3,
𝜗 = 0.5, 𝜌 = 1.99, 𝑐 = 0.95 and 𝛾 = 0.6𝛾
with 𝜉𝑘 = 1

𝑘2
such that

∑∞
𝑘=1 𝜉𝑘 < +∞

for the computational experiments. The
following experiments are reported for the
information of number of iterations, CPU
time in a second unit, and the approximate
solution which referred to a last iterative
point.

We first sample with the instance
from Harker [3].

Example 4.1. Consider a two-person game,
each player selects one number in the in-
terval [0, 10] where the sum of their num-
bers must not be greater than 15. For player
𝑖 = 1, 2, the cost functions 𝑓𝑖 and the strat-
egy set 𝐾𝑖 are given by

𝑓1(𝑎, 𝑏) = 𝑎2 + 8

3
𝑎𝑏 − 34𝑎,

𝑓2(𝑎, 𝑏) = 𝑏2 + 5

4
𝑎𝑏 − 97

4
𝑏,

𝐾1(𝑏) = {0 ≤ 𝑎 ≤ 10 : 𝑎 ≤ 15 − 𝑏},
𝐾2(𝑎) = {0 ≤ 𝑏 ≤ 10 : 𝑏 ≤ 15 − 𝑎}.

For the quasi-variational inequal-
ity formulation, we have 𝐹 (𝑎, 𝑏) =
(∇𝑎 𝑓 (𝑎, 𝑏),∇𝑏 𝑓 (𝑎, 𝑏))𝑇 , that is,

𝐹 (𝑎, 𝑏) = (2𝑎 + 8

3
𝑏 − 34, 2𝑏 + 5

4
𝑎 − 97

4
)𝑇 .

The set of the solution of the problem
is a point (5, 9)𝑇 with the line segment
[(9, 6)𝑇 , (10, 5)𝑇 ]. Therefore, all assump-
tions (A1)-(A4) are satisfied. The compu-
tational results of this example are in Table
1.

Next we consider another exam-
ple which is improved from Outrata [23]
in 1995. This example related with
the Stackelberg-Cournot-Nash equilibrium
problem.

Table 1. The result of the Example 4.1

CPU(s) Number of Aprroximate solution
iterations 𝑎 𝑏

𝑥0 = 𝑥1 = (0, 0)𝑇
Algorithm [14] 0.021100 236 5 9
Algorithm 1 0.016472 131 5 9
𝑥0 = 𝑥1 = (10, 0)𝑇
Algorithm [14] 208.172546 11,509,127 10 5
Algorithm 1 206.785195 4,944,104 10 5
𝑥0 = 𝑥1 = (10, 10)𝑇
Algorithm [14] 0.020714 257 5 9
Algorithm 1 0.018858 121 5 9
𝑥0 = 𝑥1 = (0, 10)𝑇
Algorithm [14] 0.020462 166 5 9
Algorithm 1 0.017471 69 5 9
𝑥0 = 𝑥1 = (5, 5)𝑇
Algorithm [14] 0.023259 256 5 9
Algorithm 1 0.018474 117 5 9
𝑥0 = (15, 4)𝑇 and 𝑥1 = (20, 40)𝑇
Algorithm [14] 208.086972 11509128 10 5
Algorithm 1 0.013735 79 5 9
𝑥0 = (30, 40)𝑇 and 𝑥1 = (50, 20)𝑇
Algorithm [14] 0.021946 238 5 9
Algorithm 1 0.019332 141 5 9
𝑥0 = (20, 2)𝑇 and 𝑥1 = (12, 3)𝑇
Algorithm [14] 198.409778 11509129 10 5
Algorithm 1 124.078450 4944045 10 5

Example 4.2. Consider oligopoly which is
a small market structure, for 𝑛 vendors sell-
ing the same products, they do not cooper-
ate each other. Let 𝑞 be a quantity of the
products on the market which are consumed
by purchasers. The demand in the market
depends on the quantity. Define the inverse
demand curve 𝑝 : R+ → R+ by

𝑝(𝑞) = 5000
1
𝜂 𝑞−

1
𝜂 ,

where 𝜂 is a positive parameter termed de-
mand elasticity. Next, let 𝑓𝑖 be a function
of cost of production given by

𝑓𝑖 (𝑥𝑖) = 𝑎𝑖𝑥𝑖 +
𝑏𝑖

𝑏𝑖 + 1
𝑐
− 1
𝑏𝑖

𝑖 𝑥
𝑏𝑖+1
𝑏𝑖
𝑖 ,

where 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 are positive parameters.
For the setting of the generalized

Nash equilibrium problem, it can be written
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as

minimize 𝑓𝑖 (𝑥𝑖) − 𝑥𝑖 𝑝
©«𝑥𝑖 +

𝑛∑
𝑗=1
𝑗≠𝑖

𝑥 𝑗

ª®®®¬
subject to 𝑥𝑖 ∈ 𝑋𝑖 B

𝑥𝑖 ∈ R+ : 𝑥𝑖 +
𝑛∑
𝑗=1
𝑗≠𝑖

𝑥 𝑗 ≤ 𝑁




(4.1)

where 𝑁 is a joint production bound.
We note that (4.1) is a convex min-

imization problem when 𝜂 > 1. Suppose
that there are five vendors, consider 𝑛 = 5,
in the market with the same lower produc-
tion bound, 1 unit, and upper production
bound, 150 units. It obtain the mapping

𝐹𝑖 (𝑥) ≡
(
𝑎𝑖 +

𝑥𝑖
𝑐𝑖

1
𝑏𝑖 +

(
5000

𝑞

) 1
𝜂

(
𝑥𝑖
𝜂𝑞

− 1

))5
𝑖=1

where 𝑞 =
∑5
𝑖=1 𝑥𝑖 with 𝑋𝑖 = {𝑥𝑖 ∈ R+ : 1 ≤

𝑥𝑖 ≤ 150} for all 𝑖 = 1, 2, · · · , 5. Hence,
the set-valuedmapping, for joint production
bound 𝑁 = 700, we have

𝐾𝑖 (𝑥−𝑖) = 𝐾𝑖 (𝑥1, 𝑥2, · · · , 𝑥𝑖−1, 𝑥𝑖+1, · · · , 𝑥5)

=

1 ≤ 𝑥𝑖 ≤ 150, 𝑥𝑖 ≤ 700 −
5∑
𝑗=1
𝑗≠𝑖

𝑥 𝑗

 .
Then (A1)-(A4) are satisfied. Using Algo-
rithm 1, set 𝜂 = 1.1 and the parameters 𝑎𝑖 ,
𝑏𝑖 and 𝑐𝑖 in Table 2:

Table 2. The parameters 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 in Exam-
ple 4.2

Vandor 1 Vandor 2 Vandor 3 Vandor 4 Vandor 5
𝑎𝑖 10 8 6 4 2
𝑏𝑖 1.2 1.1 1.0 0.9 0.8
𝑐𝑖 5 5 5 5 5

Then we can obtain the numerical re-
sults in Table 3.

From the above examples, it can be
seen that all joint constraint set are dis-
tributed by all players. Also, a generalized

Table 3. The result of the Example 4.2 in case
n = 5

Number of Approximate solutionCPU(s) iterations Vendor 1 Vendor 2 Vendor 3 Vendor 4 Vendor 5
𝑥0 = 𝑥1 = (50, 50, 50, 50, 50)𝑇
Algorithm [14] 0.023884 148 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.022809 85 36.9325 41.8181 43.7066 42.6592 39.1790
𝑥0 = 𝑥1 = (10, 10, 10, 10, 10)𝑇
Algorithm [14] 0.021545 138 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.021218 51 36.9325 41.8181 43.7066 42.6592 39.1790
𝑥0 = 𝑥1 = (5, 10, 15, 20, 25)𝑇
Algorithm [14] 0.023746 120 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.022643 62 36.9325 41.8181 43.7066 42.6592 39.1790
𝑥0 = (90, 90, 90, 90, 90)𝑇 and 𝑥1 = (60, 60, 60, 60, 60)𝑇
Algorithm [14] 0.024635 133 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.023324 60 36.9325 41.8181 43.7066 42.6592 39.1790
𝑥0 = (20, 40, 60, 80, 100)𝑇 and 𝑥1 = (100, 90, 80, 70, 60)𝑇
Algorithm [14] 0.021361 135 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.020906 76 36.9325 41.8181 43.7066 42.6592 39.1790
𝑥0 = (200, 400, 200, 400, 200)𝑇 and 𝑥1 = (100, 200, 300, 400, 500)𝑇
Algorithm [14] 0.017610 127 36.9325 41.8181 43.7066 42.6592 39.1790
Algorithm 1 0.015973 72 36.9325 41.8181 43.7066 42.6592 39.1790

Nash equilibrium problem can be solved
and the solutions are achieved using Al-
gorithm 1 through the quasi-variational in-
equality problem.

5. Conclusion
The sequence generated by the algo-

rithm, known as the inertial projection-like
method, is weakly convergent in a Hilbert
space. The proposed algorithm gives bet-
ter results in both the number of iterations
and the CPU time scopes with the solution
of the quasi-variational inequality. In other
words, the generalized Nash equilibrium is
reached. Even though all parameters are
significantly important of the characteristic
of the algorithm, which affects the perfor-
mance of the method, the algorithm easily
works with simple computation.
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