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INTRODUCTION

Let n(x , t) and u(x , t) be the fluid density function
and the fluid velocity. They are functions of a
three-dimensional position vector x ∈ R3 and of the
time t > 0. With a suitable scaling change, the
compressible Euler equations with relaxation are

∂t n+
1
τ

div(nu) = 0, (1a)

∂t(nu)+
1
τ

div(nu⊗u)+
1
τ
∇P = −

nu
τ2

, (1b)

(n, u)|t=0 = (n
τ
0 , uτ0). (1c)

Here, τ is the momentum relaxation time for some
physical flow and we assume that 0 < τ<<1; the
pressure P(n) is given as the γ-law: P(n) = a2nγ,
where the case γ > 1 corresponds to isentropic flow
and γ = 1 corresponds to the isothermal flow; and
a2 is a constant. For smooth solutions with n > 0,
(1b) is equivalent to

∂tu+
1
τ
(u ·∇)u+

1
τ
∇h(n) = −

u
τ2

,

where the enthalpy function

h(n) =

∫ n

1

P ′(s)
s

ds.

Since P is sufficiently smooth and strictly increasing
on (0,+∞), so is h.

In (1), τ is very small compared to the other
quantities. When the relaxation time τ tends to 0,
we will show that the density converges towards
the solution to the porous medium equation. The
problem of the above limit has been justified by
many authors. The convergence of the solutions to
(1) towards those of a heat equation for arbitrary
large initial data has been studied in BV (R) space1.
In Ref. 2, the derivation of the porous media equa-
tion as the limit of the isentropic Euler equations
in one space dimension was shown. In Ref. 3 the
uniform smooth solutions to (1) were constructed in
the multidimensional case and this relaxation-time
limit was proved in some Sobolev space. As the
relaxation time tends to zero, the density of certain
scaled isentropic Euler equations with relaxation
strongly converges towards the smooth solution to
the porous medium equationRef. 4. We also refer to
Ref. 5 where the convergence for the smooth solu-
tion of the compressible Euler-Maxwell equations to
the smooth solution of the drift-diffusion equations
is proved by means of Maxwell iteration, as the
relaxation time tends to zero.

In this paper, we are still interested in the zero-
relaxation limit τ → 0. Here we state the main
difference between the present paper and Ref. 4.
The convergence of the asymptotic expansion was
proved in Ref. 4 only up to first order and our
asymptotic expansions are justified up to any order.
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We note that if we replace u by τu, then (1) becomes

∂t n+div(nu) = 0,

∂tu+(u ·∇)u+
1
τ2
∇h(n) = −

u
τ2

,

in which the only small parameter is τ2. Thus we
propose an asymptotic expansion to (1) of the form
which has only even powers of the relaxation time:

(nτm, uτm) =
m
∑

j=0

τ2 j(n j ,τu j), (2)

where the leading profiles (n0, u0) satisfy a porous
medium equation as shown in Ref. 4. With (2),
for m ¾ 0 we prove the convergence of the solu-
tion (nτ, uτ) of (1) to (nτm, uτm) with a higher order
O(τ2(m+1)) when the initial data are well-prepared
and the initial errors have the same order.

Finally, we mention that the asymptotic expan-
sions used in this paper resemble the ones that arise
in the study of the fluid limits from the Boltzmann
equations. We refer to Refs. 6–8 and the references
therein for this topic.

The remainder of this paper is organized as fol-
lows. We derive asymptotic expansions of solutions
and state the convergence result to problem (1) in
the case of well-prepared initial data. The justifica-
tion of the asymptotic expansions is then given. For
this purpose, we prove a more general convergence
theorem which implies the convergence of the ex-
pansions.

ASYMPTOTIC ANALYSIS

In this section we consider the zero-relaxation limit
τ→ 0 in a problem with well-prepared initial data.
First, we recall the local existence of smooth solu-
tions for symmetrizable hyperbolic equations.

Proposition 1 (Local existence of smooth solu-
tions9, 10) Let s ¾ 3 be an integer and (nτ0 , uτ0) ∈
H s(R3) with nτ0 ¾ n for some given constant n> 0, in-
dependent of τ. Then there exist Tτ1 > 0 and a unique
smooth solution (nτ, uτ) to the Cauchy problem (1)
defined in the time interval [0, Tτ1 ] with

(nτ, uτ) ∈ C k([0, Tτ1 ]; H s+1−k(R3)), k = 1, 2.

Let (nτ, uτ) be the classical solutions to (1).
Now we study its formal asymptotic expansions with
respect to τ ∈ (0,τ0] for a certain small τ0. Based
on the discussion on the asymptotic expansion, we

make the following ansatz for both the approximate
solution and its initial data:

(nτ, uτ)(x , 0) =
∑

j¾0

τ2 j(n j ,τu j)(x), (3a)

(nτ, uτ)(x , t) =
∑

j¾0

τ2 j(n j ,τu j), (3b)

where the sequences (n j , u j) j¾0 are given suffi-
ciently smooth data with n0 ¾ constant > 0 in R3.
The validity of (3) is discussed in the next section.

Now let us determine the profiles (n j , u j) for all
j ¾ 0. Putting (3b) into (1) and identifying the
coefficients in powers of τ, we obtain a series of
equations verified by the profiles (n j , u j) j¾0.

The leading profiles (n0, u0) satisfy the follow-
ing equations:

∂t n
0+div(n0u0) = 0, (4a)

n0u0 = −∇(P(n0)). (4b)

Then n0 solves a parabolic equation

∂t n
0−∆(P(n0)) = 0, (5a)

n0(x , 0) = n0, x ∈ R3. (5b)

The existence of smooth solutions to problem (5)
can be easily established, at least locally in time.

From (5b) and (4b) we get the first order com-
patibility conditions:

u0 = −
1
n0
∇(P(n0)) = −∇h(n0). (6)

In general, for any j ¾ 1, the profiles (n j , u j) can
be obtained by induction in j. Now we assume that
(nk, uk)0¶k¶ j−1 are smooth and already determined
in previous steps. Then (n j , u j) satisfy the following
linearized equations:

∂t n
j +div(n0u j + n ju0) = −

j−1
∑

k=1

div(nku j−k),

∂tu
j−1+

j−1
∑

k=0

(uk ·∇)u j−k

+∇(h′(n0)n j +h j−1((nk)k¶ j−1)) = −u j ,































(7)
where h0 = 0 and h j−1((nk)k¶ j−1) is a smooth func-
tion with respect to its arguments (nk)k¶ j−1 and can
be obtained from the following relation for j ¾ 2:

h

 

∑

j¾0

τ2 jn j

!

=
∑

j¾0

c jτ
2 j ,
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with

c0 = h(n0), c1 = h′(n0)n1,

c j = h′(n0)n j +h j−1((nk)k¶ j−1), ∀ j ¾ 2.

Hence n j solves a linearized system of porous
medium equations for 0¶ k ¶ j−1:

∂t n
j −div(n0∇(h′(n0)n j))+div(n ju0)

= g j−1(V k,∂t V
k,∂x V k,∂t∂x V k,∂ 2

x V k), (8)

with the initial condition

n j(x , 0) = n j(x), x ∈ R3, (9)

where g j−1 is a given smooth function and V k =
(nk, uk). Problem (8) with (9) is linear. It admits
a unique global smooth solution. Then u j is given
by (7). Thus we get the high-order compatibility
conditions for j ¾ 1

u j = − ∂tu j−1−
j−1
∑

k=0

(uk ·∇)u j−k

+∇(h′(n0)n j +h j−1((nk)k¶ j−1)). (10)

We conclude the above discussion with the fol-
lowing result.

Proposition 2 Let s ¾ 3 be an integer. Assume
(n j , u j) ∈ H s+1(R3) for j ¾ 0, with n0 ¾ constant> 0
in R3, and the compatibility conditions (6) for j = 0
and (10) for j ¾ 1 are satisfied. Then there exists
a unique asymptotic expansion up to any order of
the form (3b), i.e., there exist T1 > 0 and a unique
smooth solution (n j , u j) j¾0 in the time interval [0, T1]
of (5) for j = 0 and (8) with (9) for j ¾ 1. Moreover,
n0 ¾ cons tan t > 0 in R3× [0, T1] and

(n j , u j) ∈ C k([0, T1]; H s+1−k(R3)), k = 1,2, j ¾ 0.

In particular, the formal zero-relaxation limit τ→
0 of the isentropic Euler system (1) is the porous
medium equation (5a) and (8).

For any fixed integers m¾ 0 we denote by

(nτm, uτm) =
m
∑

j=0

τ2 j(n j ,τu j), (11)

an approximate solution of order m, where
(n j , u j)0¶ j¶m were constructed in the previous sub-
section. We define the remainders Rτn,m and Rτu,m by

∂t n
τ
m+

1
τ

div(nτmuτm) = Rτn,m,

∂tu
τ
m+

1
τ
(uτm ·∇)u

τ
m+

1
τ
∇h(nτm)

= −
uτm
τ2
+Rτu,m.



























(12)

It is clear that the convergence rate depends strongly
on the order of the remainders with respect to τ. It
is easy to see that

Rτn,m = O(τ2m+1), Rτu,m = O(τ2m+1). (13)

In (13), there is a loss of one order for the remainder
Rτu,m and this loss will be recovered in the error
estimate of convergence due to the dissipation term
for u.

Proposition 3 Let the assumptions of Proposition 2
hold. For all integers m¾ 0 and s ¾ 3 the remainders
Rτn,m, Rτu,m and

sup
0¶t¶T1

‖Rτn,m‖s ¶ Cmτ
2(m+1),

sup
0¶t¶T1

‖Rτu,m‖s ¶ Cmτ
2m+1,

where Cm > 0 is a constant independent of τ.

The convergence result of this section is given
in the following theorem. The proof is given in the
next section.

Theorem 1 Let m¾ 0 and s¾ 3 be any fixed integers.
Let the assumptions of Proposition 2 hold. We suppose
















(nτ0 , uτ0)−
m
∑

j=0

τ2 j(n j ,τu j)
















s

¶ C1τ
2(m+1), (14)

where C1 > 0 is a constant independent of τ. Then
there exists a constant C2 > 0, independent of τ, such
that as τ → 0 we have Tτ1 ¾ T1 and the solution
(nτ, uτ) to the Cauchy problem (1) satisfies





(nτ, uτ)− (nτm, uτm)






s ¶ C2τ
2(m+1) (15)

for all t ∈ [0, T1].

Moreover, we have that




uτ−uτm






L2([0,T1],Hs(R3)) ¶ C2τ
2m+3. (16)

MAIN RESULT

In this section, we give a more general convergence
result which implies Theorem 1.

Let (nτ, uτ) be the exact solution to (1) with ini-
tial data (nτ0 , uτ0) and let (nτ, uτ) be an approximate
periodic solution defined on [0, T1] with

(nτ, uτ) ∈ C k([0, T1]; H s+1−k(R3)), k = 1, 2.

We define the remainders of the approximate solu-
tion by

Rτn = ∂t nτ+
1
τ

div(nτuτ),

Rτu = ∂tuτ+
1
τ
(u ·∇)uτ+

1
τ
∇h(nτ)+

uτ
τ2

.
(17)
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We suppose that

sup
0¶t¶T1

‖nτ‖s ¶ C1, sup
0¶t¶T1

‖uτ‖s ¶ C1τ, (18)

‖(nτ0 , uτ0)− (nτ0(x , 0), uτ0)‖s ¶ C1τ
λ+1, (19)

sup
0¶t¶T1

‖Rτn‖s ¶ C1τ
λ+1, sup

0¶t¶T1

‖Rτu‖s ¶ C1τ
λ, (20)

where λ ¾ 0 and C1 > 0 are constants independent
of τ.

Theorem 2 Let s¾ 3 be an integer and λ¾ 0. Under
the above assumptions, there exists a constant C2 > 0,
independent of τ, such that as τ→ 0 we have Tτ1 ¾ T1
and the solution (nτ, uτ) of (1) satisfies

‖(nτ, uτ)(t)− (nτ, uτ)(t)‖s ¶ C2τ
λ+1 (21)

for all t ∈ [0, T1]. Moreover, we have that

‖uτ−uτ‖L2([0,T1];Hs(R3)) ¶ C2τ
λ+2. (22)

PROOF OF THE MAIN RESULT

To start with, we recall the Moser-type calculus
inequalities in Sobolev spaces for later use in this
section.

Lemma 1 (Moser-type calculus inequalities10, 11)
Let s ¾ 1 be an integer. Suppose u ∈ H s(R3),
∇u ∈ L∞(R3), and v ∈ H s−1(R3) ∩ L∞(R3).
Then for all multi-indexes |α| ¶ s, we have
(∂ αx (uv)−u∂ αx v) ∈ L2(R3) and

‖∂ αx (uv)−u∂ αx v‖¶ Cs(‖∇u‖0,∞‖D|α|−1v‖

+ ‖D|α|u‖‖v‖0,∞), (23)

where
‖Dhu‖=

∑

|α|=h

‖∂ αx u‖, ∀h ∈ N

and

∂ αx =
∂ |α|

∂ xα1
1 · ∂ xα2

2 · ∂ xα3
3

with |α|=
3
∑

k=1

|αk|.

Moreover, the embedding H s−1(R3) ,→ L∞(R3) for
s ¾ 3 is continuous. Hence we have

‖uv‖s−1 ¶ Cs‖u‖s−1‖v‖s−1,

‖∂ αx (uv)−u∂ αx v‖¶ Cs‖u‖s‖v‖s−1.

By Proposition 1, the exact solution (nτ, uτ)
is defined in a time interval [0, Tτ1 ] with Tτ1 > 0.
Since nτ ∈ C([0, Tτ1 ]; H s(R3)) and the embedding
from H s(R3) to C(R3) is continuous, we have nτ ∈

C(R3×[0, Tτ1 ]). From (18) and (19) and assumption
nτ0 ¾ n> 0, we deduce that there exist Tτ2 ∈ (0, Tτ1 ]
and a constant C0 > 0, independent of τ, such that

n
2
¶ nτ(x , t)¶ C0, ∀(x , t) ∈ R3× (0, Tτ1 ].

Similarly, the function t 7→ ‖(nτ, uτ)(t)‖s is contin-
uous in C([0, Tτ2 ]). From (18), we know that the
sequence (‖(nτ(x , 0), uτ(x , 0))‖s)τ>0 is bounded.
Then there exist Tτ3 (0, Tτ2 ] and a constant, still
denoted by C0 > 0, such that

‖(nτ(·, t), uτ(·, t))‖s ¶ C0, ∀t ∈ (0, Tτ3 ].

Then we define Tτ = min(T1, Tτ3 ) > 0 so that the
exact solution and the approximate solution are
both defined in the time interval [0, Tτ]. In this time
interval, we set

(Nτ, Uτ) = (nτ− nτ, uτ−uτ). (24)

From (1) and (17) it follows that the error (Nτ, Uτ)
satisfies the following problem

∂t N
τ+

1
τ

uτ ·∇Nτ+
1
τ

nτdivUτ

= −
1
τ
(Uτ ·∇nτ+Nτdivuτ)−Rτn,

∂t U
τ+

1
τ
(uτ ·∇)Uτ+

1
τ

h′(nτ)∇Nτ

= −
1
τ
[(h′(nτ)−h′(nτ))∇nτ]

−
1
τ
(Uτ ·∇)uτ−

Uτ

τ2
−Rτu ,

(Nτ, Uτ)|t=0 = (n
τ
0 − nτ0, uτ0 −uτ0).































































(25)

Set

Wτ =
�

Nτ

Uτ

�

,

Aτi =
�

uτi nτ et
i

h′(nτ)ei uτi I3

�

, i = 1, 2,3,

H1 =
�

−(Uτ ·∇nτ+Nτdivuτ)
−(Uτ ·∇)uτ− (h′(nτ)−h′(nτ))∇nτ

�

,

H2 =
�

0
−Uτ

�

, Rτ =
�

Rτn
Rτu

�

,

where (e1, e2, e3) is the canonical base ofR3, I3 is the
3×3 identity matrix, yi denotes the ith component
of y ∈ R3. Thus (25) for the unknown Wτ can be
rewritten as

∂tW
τ+

1
τ

3
∑

i=1

Aτi ∂x i
Wτ =

1
τ

H1+
1
τ2

H2+Rτ. (26)
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It is symmetrizable hyperbolic with

Aτ0(n
τ) =

�

(nτ)−1 0
0 (h′(nτ))−1

�

as its symmetrizer. Then

eAτi = Aτ0(n
τ)Aτi = uτi Aτ0(n

τ)+ Di (27)

is symmetric for all 1 ¶ i ¶ 3, where each Di is a
constant matrix

Di =
�

0 et
i

ei 0

�

, i = 1,2, 3.

The existence and uniqueness of smooth solu-
tions to (1) are equivalent to that of (25). Thus in
order to prove Theorem 2, it suffices to establish
uniform estimates of Wτ with respect to τ. In
what follows, we denote by C > 0 various constants
independent of τ and for α ∈ N3, Wτ

α = ∂
α
x Wτ, etc.

Lemma 2 Under the conditions of Theorem 2, we
have

‖Wτ(t)‖2
s +

1
τ2

∫ t

0

‖Uτ(ξ)‖2
s dξ

¶ C

∫ t

0

(‖Wτ(ξ)‖2
s +‖W

τ(ξ)‖4
s )dξ+Cτ2(λ+1).

(28)

Proof : Taking ∂ αx of the above equations for a multi-
index α satisfying |α|¶ s, one gets

∂tW
τ
α +

1
τ

3
∑

i=1

Aτi ∂x i
Wτ
α

=
1
τ
∂ αx H1+

1
τ2
∂ αx H2+ ∂

α
x Rτ

+
1
τ

3
∑

i=1

[Aτi ∂x i
Wτ
α − ∂

α
x (A

τ
i ∂x i

Wτ)]. (29)

Since matrices Aτ0 ≡ Aτ0(n
τ) and eAτi ≡ Aτ0Aτi are sym-

metric, we multiply (29) by Aτ0 and take the inner
product of the resulting equations with Wτ

α to get

d
dt
(Aτ0Wτ

α , Wτ
α )−

2
τ2
(Aτ0∂

α
x H2, Wτ

α )

=
2
τ
(Aτ0∂

α
x H1, Wτ

α )+
2
τ
(Jα, Wτ

α )

+ (divAτWτ
α , Wτ

α )−2(Aτ0∂
α
x Rτ, Wτ

α ), (30)

where (·, ·) stands for the L2 inner product of the
two scalar or vector functions in R3,

Jα = −
3
∑

i=1

Aτ0[∂
α
x (A

τ
i ∂x i

Wτ)−Aτi ∂x i
Wτ
α ]

and

divAτ = ∂tA
τ
0 +

1
τ

3
∑

i=1

∂x i
eAτi . (31)

Let us give an estimate of each term of (30).
First, a direct computation gives

− (Aτ0∂
α
x H2, Wτ

α ) =

∫

R3

(h′(nτ))−1|∂ αx Uτ|2∂ αx dx

¾ C−1‖Uτα‖
2. (32)

On the other hand, since Aτ0 is a positive definite
matrix, we get

(Aτ0Wτ
α , Wτ

α )¾ C−1‖Wτ
α ‖

2. (33)

Next, we use the expression of H1 to compute

(Aτ0∂
α
x H1, Wτ

α )

= −
∫

R3

(nτ)−1Nτα ∂
α
x (U

τ ·∇nτ+Nτdivuτ)dx

−
∫

R3

1
h′(nτ)

Uτα∂
α
x [(U

τ ·∇)uτ]dx

−
∫

R3

1
h′(nτ)

Uτα∂
α
x [(h

′(nτ)−h′(nτ))∇nτ]dx .

Then by Lemma 1 and uτ = O(τ), we get

2
τ
(Aτ0∂

α
x H1, Wτ

α )

¶
C
τ
(‖Nτ‖s‖Uτ‖s +τ‖Nτ‖2

s +τ‖U
τ‖2

s )

¶
ε

τ2
‖Uτ‖2

s + Cε‖Wτ‖2
s . (34)

From here on, ε denotes a small constant indepen-
dent of τ and Cε > 0 denotes a constant depending
only on ε.

Now we consider the estimate for the term
containing Jα. It should be shown that a direct
application of Lemma 1 to Jα does not yield the
desired result. We have to develop the terms in the
summation of Jα to see the appearance of terms Uτ

or Uτ+uτ. By the definition of Aτi , we have

∂ αx (A
τ
i ∂x i

Wτ)−Aτi ∂x i
Wτ
α

=
�

∂ αx ((u
τ)i∂x i

Nτ)− (uτ)i∂ αx ∂x i
Nτ

∂ αx (h
′(nτ)Nτei)−h′(nτ)∂ αx ∂x i

Nτei

�

+
�

∂ αx (n
τ∂x i

Uτ · et
i )− nτ∂ αx ∂x i

Uτ · et
i

∂ αx ((u
τ)i∂x i

Uτ)− (uτ)i∂ αx ∂x i
Uτ

�

.
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Then

(Aτ0[∂
α
x (A

τ
i ∂x i

Wτ)−Aτi ∂x i
Wτ
α ], Wτ

α )

=
�

1
nτ
(∂ αx (u

τ
i ∂x i

Nτ)−uτi ∂
α
x ∂x i

Nτ), Nτα

�

+
�

1
h′
(∂ αx (h

′Nτei)−h′∂ αx ∂x i
Nτei), Uτα

�

+
�

1
nτ
(∂ αx (n

τ∂x i
Uτ · et

i )− nτ∂ αx ∂x i
Uτ · et

i ), Nτα

�

+
�

1
h′
(∂ αx (u

τ
i ∂x i

Uτ)−uτi ∂
α
x ∂x i

Uτ), Uτα

�

= Ji1+ Ji2+ Ji3+ Ji4,

where h′ = h′(nτ). Noting (18) for uτ and applying
Lemma 1 to each term on the right-hand side of the
above equation gives

|Ji1+ Ji4|¶ C(τ+ ‖Uτ‖s)‖Wτ‖2
s

¶
C
τ
‖Uτ‖2

s + Cετ(‖Wτ‖2
s + ‖W

τ‖4
s ),

|Ji2+ Ji3|¶ C(1+ ‖Nτ‖s)‖Nτ‖s‖Uτ‖s

¶
C
τ
‖Uτ‖2

s + Cετ(‖Wτ‖2
s + ‖W

τ‖4
s ),

which implies that

2
τ
(Jα, Wτ

α )¶
ε

τ2
‖Uτ‖2

s +Cε(‖Wτ‖2
s +‖W

τ‖4
s ). (35)

From (20), we have obviously

−2(Aτ0∂
α
x Rτ, Wτ

α )

= −2(
1
n

τ

∂ αx Rτn, Nτα )−2((h(nτ))−1∂ αx Rτu , Uτα )

¶
ε

τ2
‖Uτ‖2

s + C‖Wτ
1 ‖

2
s + Cετ

2(λ+1). (36)

Finally, it follows from (31) and (27) that

(divAτWτ
α , Wτ

α )

=

�

∂tA
τ
0 +

1
τ

3
∑

i=1

∂x i
eAτi Wτ

α , Wτ
α

�

=
�

divuτ

τ
(Aτ0 − nτ(Aτ0)

′)Wτ
α , Wτ

α

�

,

where (1a) and (1b) have been used. Noting

n
2
¶ nτ = Nτ+ nτ ¶ C0,

uτ = Uτ+uτ, uτ = O(τ),

we get

‖divuτ‖∞ ¶ C‖div(Uτ+uτ)‖s−1 ¶ C(‖Uτ‖s +τ).

Then we deduce that

(divAτWτ
α , Wτ

α )

¶ C
�

1+
Uτ

τ

�

(Wτ
α , Wτ

α )

¶
ε

τ2
‖Uτ‖2

s + Cε(‖Wτ‖2
s + ‖W

τ‖4
s ). (37)

Thus, together with (30) and (32)–(37), we obtain,
for all |α|¶ s, that

d
dt
(Aτ0Wτ

α , Wτ
α )+

k
τ2
‖Uτα‖

2
s

¶ Cε(‖Wτ‖2
s + ‖W

τ‖4
s )+ Cε‖Uτ‖2

s + Cετ
2(λ+1).

(38)

Integrating (38) over (0, t)with t ∈ (0, Tτ)⊂ (0, T1)
and summing over all |α| ¶ s, taking ε > 0 suffi-
ciently small such that the term including Cε‖Uτ‖2

s
can be controlled by the left-hand side, together
with condition (19) for the initial data and noting
(33), we get (28). 2

By the estimates in Lemma 2, for t ∈ (0, Tτ ⊂
(0, T1)), we have

‖Wτ(t)‖2
s +

1
τ2

∫ t

0

‖Uτ(ξ)‖2
s dξ

¶ C

∫ t

0

(‖Wτ(ξ)‖2
s +‖W

τ(ξ)‖4
s )dξ+Cτ2(λ+1).

(39)

Set

χ(t) = C

∫ t

0

(‖Wτ(ξ)‖2
s + ‖W

τ(ξ)‖4
s )dξ+Cτ2(λ+1).

Then it follows from (39) that

‖Wτ(t)‖2
s ¶ χ(t),

1
τ2

∫ t

0

‖Uτ(ξ)‖2
s dξ¶ χ(t),

(40)
and

χ ′(t)¶ C(‖Wτ(t)‖2
s + ‖W

τ(t)‖4
s )

¶ C(χ(t)+χ2(t)) (41)

for all t ∈ (0, Tτ) with χ(0) = Cτ2(λ+1). We apply
Gronwall’s lemma to (41) to get

χ(t)¶ Cτ2(λ+1) eC t ¶ Cτ2(λ+1) eC T1 , ∀t ∈ [0, Tτ].

Hence from (40) we obtain ‖Wτ(t)‖s ¶ Cτλ+1 and
∫ t

0

‖Uτ(ξ)‖2
s dξ¶ Cτ2χ(t)¶ Cτ2(λ+2)
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for all t ∈ [0, Tτ]. In particular, this im-
plies that the sequence (Wτ)τ>0 is bounded in
L∞([0, Tτ], H s(R3)), and so is (nτ, uτ). By a stan-
dard argument on the time extension of smooth
solutions, we obtain Tτ3 ¾ T1, i.e., Tτ = T1. This
completes the proof of Theorem 2.
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