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Abstract - The rainfall is one of the significant data set of water resource management. With the monthly 
historical rainfall data in the period of 1941-1999 form 245 rainfall monitor stations in Thailand around Chao 
Phraya River, the rainfall prediction with an artificial intelligent technique is possible. Artificial neural 
networks is one the most widely supervised techniques of data mining. It can be applied on predictive mining 
tasks to make a prediction. The main contribution of this paper is to utilize a neural network model for 
monthly rainfall prediction. The training and testing patterns are prepared as a time-series data of the past 
ten months. The numbers of training and testing patterns are 372 and 96, respectively. In the training step, the 
neural network gives 99.6 % of accuracy and 96.9 % of accuracy in the testing step. The results show that it is 
possible to predict annual rainfall one year ahead with acceptably accuracy.  
Keywords - Neural networks, Rainfall prediction, Data mining   

1. Introduction  
In Asia region, Thailand has many water-related problems 
such as water flood and drought. The necessary of water 
resources management in Thailand is how to acquire useful 
information for decision making and planning. Actually, the 
historical rainfall data in the period of 1941-1999 from 245 
rainfall monitor stations in Thailand is available for data 
mining. Thus, the data mining techniques for water resources 
management is helpful to predict rainfall quantitatively which 
help in crop planting decisions and reservoir water resource 
allocation in Thailand.  

Artificial Neural Networks (ANNs) has been increasingly 
applied in various aspects of science and engineering because 
of its ability to model both linear and non-linear systems 
without the need to make assumption as are implicit in most 
traditional statistical approaches. For hydrological modeling 
problems, ANNs have been used in forecasting model rainfall 
prediction. (S. Lee, S. Cho and P.M. Wong, 1998) had 
proposed a divide-conquer approach to divide the region into 
four sub-area and each is modeled with a different method. 
Predictions in two larger areas were made by neural networks 

and predictions in two smaller areas were made by a simple 
linear regression model. Comparison with the observed data 
revealed that the artificial neural networks produced good 
predictions while the linear models produced poor predictions. 
(M. Chayanis, Oki Taikan and Kanae Shinjiro, 2003) worked 
with the prediction of monthly rainfall at Chiangmai station in 
Chao Phraya river basin using neural networks. A sixteen 
rainfall monitoring stations in Chao Paraya river basin, the Sea 
Surface Temperature (SST) areas around Thailand and the 
Southern Oscillation Index (SOI) were employed as the 
predictors. In an additional study, ANNs have been used in 
forecasting model of Chao Phraya river flood levels in 
Bangkok (Tawatchai Tingsanchali, 2000), neural network 
models for river flow forecasting (Nguyen T. Danh, Huynh N. 
Phien and Ashim D. Gupta,1999). However, only few 
applications on rainfall prediction have been reported.    

In this paper, the monthly rainfall data in the period of 
1941-1999 from 245 rainfall monitor stations in Thailand are 
archived quantitatively. The quantitative prediction of 
monthly rainfall in Thailand by backpropagation neural 
network is examined. 

 

 
 



2. Methodology  
Predictive mining is a task that it performs inference on the 
current data in order to make a prediction. A monthly rainfall 
data can be grouped as a time-series set because it consists of 
sequences of values in time. A time-series data can be 
simplified notation as  

)(tfy =                                          (1) 
 
Where y can be any single valued variable which develops in 
time t, in this work, y is a monthly rainfall values. To forecast 
time-series data, it involves knowing the past history of f and 
extrapolating it to the future. The characteristic of the 
forecasting model is non-linear system, so that the 
backpropagation neural network can be applied in time-series 
prediction areas. The Stuttgart Neural Network Simulator 

(SNNS, http://www-ra.informatik.uni-tuebingen.de/SNNS/) 
was used to perform the neural network modeling operations 
to construct a network for monthly rainfall prediction.  

3. Data preprocessing  
A monthly rainfall data in the period of 1941-1999 from 245 
rainfall monitor stations in Thailand were collected from 
Thailand Integrated Water Resource Management System via 
the http://www.thaiwater.net/, we have performed some data 
preprocessing steps on raw set of monthly rainfall data as 
shown below:  

1)  Firstly, a monthly rainfall data were cleaned by filling in 
missing values with mean values.  

2)  Secondly, a monthly rainfall data were normalized by a 
min-max normalization into a specified range 0.0 to 1.0
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Where NORMV is the normalized data, v is the original data 
of attribute A, maxA is the maximum values of an attribute A, 
minA is the minimum values of an attribute A. A min-max 
normalization maps a value v of attribute A to NORMV in the 
range [new_minA, new_maxA]. In this work, we set the 
new_minA to 0.0 and new_maxA to 1.0.  

4. Neural network architecture  
The neural network’s weight is initialized by random values 
between -1.0 to 1.0 and a three layer feed-forward neural 
network architecture was created (Fig.1, 2). The data were 
processed into 11 variables: SUM(RAIN) [t], SUM(RAIN) 
[t-1 to t-10]. 
The input nodes correspond to summary of monthly rainfall 
over 245 stations for the past ten months, SUM(RAIN) [t-1 to 
t-10]. The output node was for summary of current monthly 
rainfall, SUM(RAIN) [t]. So, the number of input nodes is 
equal to the number of input features of training examples. In 
this work, the architecture of neural network in this research is 
10:5:1 (input node: hidden node: output node).  

Some of training examples and testing examples are shown in 
Table 1 and Table 2, respectively. The format of input pattern 
for SNNS consists of input features and output features. For 
example, the input feature of the first input pattern consists of 
the summary of rainfall values in January from year 1941 to 
year 1950 and the output feature of the first input pattern 
consists of the summary of rainfall values in January in year 
1951. The input feature of the second input pattern consists of 

summary of rainfall values in February from year 1941 to year 
1950 and the output feature of the second input pattern consists 
of the summary of rainfall values in February in year 1951. 
This process was continued until we have obtained all 372 
training patterns. The same process is also applied to the 
testing patterns set. 
 

Table 1: Example of the training data from 1941 to 1981 

No Month/Year Sum(Rainfall) Normalized 

1 1/1941 622.3 0.01100 

2 2/1941 585.5 0.01035 

... ... ... ... 
372  1083.5 0.01916 

 
 

Table 2: Example of the testing data from 1992 to 1999 

No  Month/Year  Sum(Rainfall)  Normalized  

1  1/1982  251.7  0.00445  

2  2/1982  229.1  0.00405  

...  ...  ...  ...  
96   0.0  0.00000  

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. 2D Neural Network Architecture 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. 3D Neural Network Architecture 

5. Estimation of Accuracy  
To estimate accuracy of a prediction (Tom M. Mitchell 1997), 
the accuracy is defined as 
 

100*
)(

2
1

1 1

2

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
−

−=
∑
=

N

ot
accuracy

N

i
ii

        (3) 

 
Where ti is the target output for training example i, oi is the 
output of the considered unit for training example i, and N is 
the number of all training examples. The accuracy values are 
in the interval [0 %-100 %] and larger accuracy values indicate 
higher accuracy quality. 

6. Experimental Results  
The Backpropagation neural network provided by Stuttgart 
Neural Network Simulator (SNNS) was used in this work. The 
established ANN model has the accuracy of 99.6 % in the 
training step. In the testing step, all set of parameters obtained 
from training step were applied directly, consequently, less 
accuracy was obtained. However, its accuracy is still tolerable 
with 96.9 % of efficiency (Table 3). Moreover, during the 
period in 1992-1994, the given value of Mean Square Error is 
0.00486 and the given value of accuracy measure is 99.51 %. It 
was found that the predicted results are good compared with 
the observations (Fig. 3). 

7. Conclusion and Future Works  
For rainfall prediction, artificial neural network was applied to 
predict the summary rainfall data in Thailand. According to 
the experiments, predictions of the summary rainfall data 
using backpropagation neural network were acceptably 
accuracy. In the future works, some additional inputs were 
employed for rainfall prediction such as Sea Surface 
Temperature (SST) areas around Thailand and Southern 
Oscillation Index (SOI). 
 

Table 3: Accuracy of summary rainfall prediction  
(network architecture 10:5:1) 

Period  MSE  Accuracy  
Training 
(1941-1981)  0.004000  99.6 %  

Testing 
(1982-1999)  0.030799  96.9 %  

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Summary rainfall prediction on testing patterns (1982-1999) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Summary rainfall prediction on training patterns (1941-1966) 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Summary rainfall prediction on training patterns (1967-1981) 
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