
The Journal of Applied Science                                                                              Vol. 21 No. 1 [2022]: 244482 
วารสารวทิยาศาสตรป์ระยุกต ์          doi: 10.14416/j.appsci.2022.01.001 

 - 1 - 

ISSN 1513-7805 Printed in Thailand           ISSN 2586-9663 (Online) 
 

 

Modelling the Household Debts in Thailand using                    
Fay-Herriot models 
 
Annop Angkunsit and Jiraphan Suntornchost* 
 
Department of Mathematics and Computer Science, Faculty of Science, Chulalongkorn University, Bangkok 10330, 

Thailand 
 
*E-mail: Jiraphan.S@chula.ac.th 
 

Received: 22/05/2021; Revised: 17/10/2021; Accepted: 28/03/2022 
 
Abstract 

In this study, we investigate the performance of the Fay-Herriot area level model to 
estimate the Household Debts of Thailand by using the 2017 household socio-economic survey 

from the National Statistics Office (NSO) of Thailand. Two versions of the model are considered 
which are the classical Fay-Herriot model and the Bayesian approach to the model, called as 
the Hierarchical Bayesian Fay-Herriot model. Results from our study show that the two models 

can reduce mean square etrrors of the direct estimates, particularly for the areas with large 
sampling variances. Moreover, we apply results from the two models to discuss behavior of 
household debts in Thailand by comparing household debts among different regions of 

Thailand. Moreover, we study the difference in household debts between municipal area and 
non-municipal area. From our analysis, household debts in municipal areas are higher than 
those of non-municipal areas. Comparing among different regions, we find that Bangkok has 

much higher average household debt than other regions. The northern and the northern east 
regions have higher household debts than the country average while the central, the east, and 
the southern regions have average household debts lower than the country average. 

 
Keywords: Household debt, Fay-Herriot model, empirical best linear unbiased predictor, 

Bayesian. 

 
Introduction 

Due to current economic crisis, the rise of household debt is currently considered as 
one of the most important economic issues in many countries including Thailand. The problem 

of household debts affects the whole economy and living standards of people in the country. 
Therefore, several studies of debts in Thailand have been conducted in many different aspects. 
For example, Kiatipong et al. (2007) studied the wealth and debt of Thai household. 

Muthitacharoen et al. (2015) discussed the effect of the rise of household debts to the 
economic stability of Thailand. Visitwarakorn (2015) studied the debt of Thai’s government due 
to the change of 2013 salary policy. Moreover, the Thailand’s National Statistical Office also 

conducts regular surveys of the household debts of the Thai population and reports an estimate 
of annual household debt computed by using the information of household which is collected 
from all provinces in Thailand. Based on our current knowledge, these studies are performed 

based on the direct estimates from a survey. Therefore, the estimates are heavily influenced by  
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the sampling design and the sampling errors particularly for areas with small sample sizes. To 
overcome  the issues,  alternative model-based methods have been proposed in the context  of  

“small area statistics” (Rao & Molina, 2015) which are the statistical methods used when direct 
estimates from a survey are not of adequate precision, or in the situation of small sample sizes. 
The motivation of the method is to use statistical models to link the variable of interest with 

auxiliary information to define the model-based estimator that “borrow strength” from the 
related area. One well-known small area model applied in different applications is the Fay-
Herriot model. The Fay-Herriot model was first introduced by Fay and Herriot in 1979 to predict 

the mean per capita income in small places within counties in USA. Since then, the model has 
been widely applied in different countries. For example, Srivastava et al. (2007) used the Fay-
Herriot model to obtain the model-based district level estimates of the amount of loan 

outstanding per household in India. D'Alò et al. (2008) applied the Fay Herriot model to study 
socio-economic indicators in Italy. Wawrowski (2016) applied the spatial Fay-Herriot model to 
study poverty in Poland. For Thai data, Angkunsit & Suntornchost (2021) applied the bivariate 

Fay-Herriot model to obtain the model-based estimates of the average household income and 
average household expenditure for Thai data.  In this paper, we study the performance of Fay-

Herriot area level model to estimate the Household Debts of Thailand. Two versions of the Fay-
Herriot model are considered which are the classical Fay-Herriot model and the hierarchical 
Bayesian Fay-Herriot model.  The data used in our study are the Household Socio-Economic 

Survey 2017 and Population and Housing Census 2010 collected by the Thailand’s National 
Statistical Office.  

 

The organization of this paper is as follows. In Section 2, we introduce the Fay-Herriot 
model and the hierarchical Bayesian Fay-Herriot model. In this section, we also discuss 
estimation methods and model diagnostics of the two models. In Section 3, we describe the 

data source and auxiliary variables used in this study, model comparison, and discuss 
applications of the two models to the household debt of Thailand. Section 4 gives discussions 
and conclusions of our study. 

 
Small Area Models 

In this section, we first describe the small area models used in this paper which are the 
Fay-Herriot and the hierarchical Bayesian Fay-Herriot model. 

 

2.1 Fay-Herriot model 
The Fay-Herriot model was proposed by Fay & Herriot (1979) to predict the mean per 

capita income in small places within counties in USA. The structure of the Fay-Herriot model is 

as follows. Suppose that the population is partitioned into m  subpopulations, called as “area”. 

For any area ( 1,..., )i i m= , let i  be the true area mean of i th area and iy  be a direct 

estimator of i . The model assumes that i  is linearly related to the auxiliary variables 

1x (1, ,..., )i i ipx x = , for 1,...,i m= , through the model  

 

x ,i i iv = +      ~ (0, ),iv N A      1,..., ,i m=  

 

where 0 1( , ,..., )p   =  is the vector of regression coefficients and A  is the regression 

variance. The true mean is linked to direct estimator iy  through the following sampling model 
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,i i iy e= +      ~ (0, ),i ie N D      1,..., ,i m=  

 

where 
ie   is the sampling error with the known sampling variance 

iD . 

The Fay-Herriot model can be rewritten as 

 

x ,i i i iy v e= + +      1,..., ,i m=  (1) 

 

where the area random effects 
iv  are independent of the sampling errors 

ie .  

If the area random effect variance A  is known, the true area mean is estimated by minimizing 

the mean squared error (MSE) of i  proposed in Henderson (1975). The obtained estimate is 

called as the best linear unbiased prediction, or BLUP, defined as follows. 
 

x ,i
i i i

i i

DA
y

A D A D
 = +

+ +
 (2) 

 

where ( ) ( )
1

1 1

1 1x x ( ) x ( )m m

i i i i i i i iA D y A D
−

− −

= =
=  +  + . However, A  is unknown in general 

practice. Therefore, it is estimated by an estimate Â . Therefore, by substituting Â  into (2), 

we obtain the empirical BLUP or EBLUP ˆ
i  of i . That is, 

 

ˆ
ˆ ˆx ,

ˆ ˆ
i

i i i

i i

DA
y

A D A D
 = +

+ +
 (3) 

 

where ( ) ( )
1

1 1

1 1
ˆ ˆ ˆ ˆ( ) x x ( ) x ( )m m

i i i i i i i iA A D y A D 
−

− −

= =
= =  +  + .  

There are many estimation methods to obtain the estimate Â  available in literatures, for 

example, the Prasad-Rao method-of-momemts estimator (Prasad & Rao, 1990), the Fay-Herriot 
method-of-moment estimator (Fay & Herriot, 1979), the profile maximum likelihood estimator 

(Hartley & Rao, 1967), and the residual maximum likelihood estimator (Patterson & 
Thompsonm, 1971). Among these methods, the residual maximum likelihood estimation 
method, called as REML method, has been shown to outperform other methods because REML 

estimator is a second-order unbiased estimator of A . Therefore, in this study, we use the 

REML method to obtain the estimator of variance model variance  Â .  
 

The residual maximum likelihood estimator Â  can be obtained by maximizing the residual log-
likelihood function 
 

11 1

x x ( x ) ( x )1 1 1
( ) log(2 ) log log diag .

2 2 2 2

m m
i i i i i i

i
i mi ii i

y yn
A A D

A D A D

 


 = =

   − −
= − − − + −

+ +
   
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Using the REML estimator of A , a second-order unbiased (or nearly unbiased) estimator of 
MSE of the EBLUP is given by (Rao & Molina, 2015) 

 

1 2 3
ˆˆ ˆ ˆ ˆM[ ] ( ) ( ) 2 ( ),i i i i i i ig B g B g B = + +  (4) 

 

where ˆ
ˆ i

i

D

i A D
B

+
= , 1

ˆ ˆ( ) (1 )i i i ig B D B= −  is the MSE estimator of i ,  

( )( )
1

ˆ
2

2 1
ˆ ˆ( ) x x x xj

j

Bm

i i i i j j j iD
g B B

−

=
 =    is the excess in MSE estimator due to estimation of  ,  

( ) ( )
3

1
2ˆˆ

3 1
ˆ( ) 2 ji

i j

BB m

i i jD D
g B

−

=

 
=  

 
 is the excess in MSE estimator due to estimation of A . 

 
 2.2 Hierarchical Bayesian Fay-Herriot model 

 In this section, we discuss the hierarchical Bayesian approach (Gelman et al., 1995; 
Albert, 2009) to the Fay-Herriot model, called as the hierarchical Bayesian Fay-Herriot model 
(Rao & Molina, 2015, Chapter 10). The model is then written as follows. 

(i)  | , ~ ( , ),i i i i iy D N D      1,..., ,i m=  independent 

(ii) | , ~ ( , ),i iA N x A        1,..., ,i m=  independent 

(iii) ~ ( ), ~ ( ),A f A g   

(5) 

where f  and g  are prior distributions of the model variance A  and regression coefficient  , 

respectively. The prior distributions may be informative priors or noninformative priors. The 

informative priors can be determined based on substantial prior information such as previous 
study related to the data. However, informative priors are infrequently available. Therefore, 
noninformation priors are commonly used in many applications. 

The hierarchical Bayes (HB) estimate of i  is the posterior mean given by  

 

E[ | y] ( | y) ,i i i if d   =   

 

where ( | y)if   is the posterior density. 

The corresponding posterior variance of i  is given by  

 
2Var[ | y] ( E[ | y]) ( | y) ,i i i i if d    = −  

 
Numerical estimates of posterior mean and variance can be obtained via the Markov chain 
Monte Carlo (MCMC) method (Rao & Molina, 2015). Having drawn an MCMC sample 

( , ) ( , ){( , ), 1, , , 1, , }k l k lA k d d K l L = + + = from the Markov Chain Monte Carlo method 

using L  chains with the sample size where K  of each chain and the burn in size of d , the 

posterior mean of i  can be obtained as  
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HB B ( , ) ( , ) ( , )

1 1

1ˆ ˆ ( , ) : .
L d K

k l k l

i i i

l k d

A
LK

   
+

 

= = +

= =   (6) 

 
The corresponding posterior variance is  

 

1 1
Var[ | ] ,i i i

d
y W B

d d


−
= +  (7) 

 

where ( )
2

( , ) ( , )

11

L ld
i l i iL

B    

=−
=  −  is the between-run variance and 1

1 1( 1)

L d K

i l k dL d
W +

= = +−
=    

( )
2

( , ) ( , )k l l

i i  − is the within-run variance with 
( , )k l

i  is the k th retained value in the l th run 

of the length 2d  with the first d  burn-in iterations deleted such that 
( , ) ( , )1

1

l d K k l

i k d iK
  +

= +=   

and 
( , ) ( , )1

1

L l

i l iL
   

==  . 

 
The convergence of Markov chain Monte Carlo output can be examined by the 

“potential scale reduction factor (PSRF)” originally proposed by Gelman & Rubin’s (1992). The 
PSRF is an estimated factor by which the scale of the current distribution for the target 
distribution. Each PSRF reduces to 1 as the number of iterations approaches infinity. The 

multivariate extension, multivariate potential scale reduction factor (MPSRF), was introduced by 
Brooks & Gelman (1998). The values of PSRF and MPSRF close to 1 indicate convergence of the 
chain. 

 
The model validation for Bayesian models can be done via many different approaches 

such as the posterior predictive assessment introduced by Datta et al. (1999) and the 

divergence measure introduced by Laud & Ibrahim (1995) described below. 
 
A posterior Predictive Assessment approach. (Datta et al., 1999) 

We define obsy  and newy  to be the observed and the generated data, respectively. 

Then define 
obs( | y )f  , 

obs obs( (y , ) | y )f d  , and 
new obs( (y , ) | y )f d   to be the posterior 

(predictive) predictions of  , 
obs(y , )d  , and new(y , )d  , respectively. The discrepancy 

measure is 
 

2

1 1

( )
(y, ) ,

m n
ij ij

i j ij

y
d




= =

−
=  

 

where m  is the length of y , n  is the total number of iterations of the   values, and ij  is 

the variance of ijy . The value 
new obs obs( (y , ) (y , ) | y )P d d   of a model close to 0.5 

indicates that the model is adequately fit to the data. The extreme value (close to 0 or 1) 
indicates a lack of fit. 
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Divergence measure. (Laud & Ibrahim, 1995) 

The divergence measure between the observed data obsy  and the generated data 

newy  is defined as  

1 2

new obs new obs obs(y , y ) E[ || y y || | y ],d m−= −  

 

where m  is the length of obsy . An adequate model should produce a small value of the 

estimated divergence measure. 
 
Data Analysis 

In this section, we apply the Classical Fay-Herriot model and the Hierarchical Bayesian 
Fay-Herriot model to the average household debt data in Thailand demonstrated in previous 
section. The structure of this section is as follows. We first explain data description and variable 

selection of explanatory variables used in the study. We then discuss model diagnostics of the 
two models, compare numerical results of the two models with the classical direct estimators. 
Finally, we discuss the results on the average household debt in Thailand using estimates from 

the two models.  
 

  3.1 Data Description 

 The data used in this paper is the average household debt data in Thailand from the 
Household Socio-Economic Survey (SES) 2017 (National Statistical Office, 2017).  The SES is 

conducted yearly by the National Statistical Office Thailand. The total sample of SES 2017 is 
43,210 households which are distributed in 77 provinces.  Each province (except Bangkok) is 
divided into two parts according to the type of local administration area, namely, municipal area 

and non-municipal area. The design sampling of SES is a stratified two-stage sampling. The 
basic concepts of stratified two-stage sampling is as follows. (Sukhatme, 1984; Särndal et al., 

1992; and Cochran, 1997). The population U  is partitioned into H  separate strata 

hU ( 1,..., )h H= . For each stratum hU , consists of hN  separate primary sampling units, 

called as PSU, 
hiU  for 1,..., hi N= . For each PSU 

hiU , consists of hiM  secondary sampling 

units, called as SSU. Let hijy  be the values of the quantity of interest in the j th SSU of the 

i th PSU from the h th stratum. The population mean per second-stage unit in the h th stratum 

is 
0

1
1 1
h hi

h

N M

h i j hijM
Y y= ==   , where 0 1

hN

h i hi h hM M N M==  = . The estimate of the population 

mean per second-stage unit in the h th stratum is 

 

1 1 1 1

1 1
,

h hi h hin m n m

h hi hi
h hij hij

i j i jh h h hi h h hi

N M M
y y y

N M n m n M m= = = =

= =     (8) 

 

where hn  is a sample size of the PSUs from the h th stratum, and 
him  is the sample size of 

SSUs from the i th PSU from the h th stratum. The variance of estimate of the population 

mean is given by 
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2

2 2

2
1

1 1 1 1 1
Var[ ] ,

hN

hi
h h hi

ih h h h h hi hi

M
y S S

n N n N M m M=

   
= − + −   
   

  (9) 

where ( )
2

2 1
11

hih

h h

MN

h i hi hN M
S y Y=−

=  −  is the variance among primary unit means and 

( )
2

2 1
11
hi

hi

M

hi j hij hiM
S y y=−

=  −  is the variance among subunits within primary units. The 

estimator of the variance is obtained by replacing 
2

hS  and 
2

hiS  with their sample estimators and 

summing up by sampled PSUs in each h th stratum. 

 

  The area-specific explanatory variables used in this paper are chosen by an Akaike's 
Information Criteria (AIC) backward selection from 12 variables available in the Population and 
Housing Census 2010 file (National Statistical Office, 2010). The 12 variables in the Housing 

Census 2010 file, before backward variable selection, are as follows: 1) the proportion of 
households with detached house; 2) the proportion of households that own living quarters; 3) 

the proportion of households that rent living quarters; 4) the proportion of households that 
cement or brick dwellings; 5) the proportion of households that own land; 6) the proportion of 
households using gas for cooking; 7) the proportion of households using sitting toilet; 8) the 

proportion of male populations; 9) the average population per private household; 10) the 
proportion of households that working household head; 11) the proportion of populations that 
graduated from upper secondary level; 12) the proportion of populations that graduated from 

higher level.  
Having performed the backward variable selection, there are six significantly 

explanatory variables to be used in our models as shown in Table 1.  

 
Table 1 Explanatory variables 

Variable Notation 

Proportion of households that rent living quarters 
1x  

Proportion of households that cement or brick dwellings  
2x  

Proportion of households that own land 
3x  

Proportion of households using gas for cooking  
4x  

Proportion of households using sitting toilet  
5x  

Proportion of male populations 
6x  

 
3.2 Model diagnostics. 

 
3.2.1 Model diagnostics for the Fay-Herriot model  
In this section, we apply the Fay-Herriot model (1) to the average household debt for 

153 areas: Bangkok and two areas from each of other 76 provinces which are municipal area 
and non-municipal area. The direct estimates and sampling variances are obtained from (8) and 

(9), respectively. The EBLUP estimates for the household debts and a second-order unbiased 
estimators of MSE of the EBLUP are obtained from (3) and (4), respectively. To diagnose the 
model, we apply the residual analysis discussed in Erciulescu et al. (2021). We consider the 

standardized residuals  
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ˆ
,

ˆVar[ ]

i i
i

i i

y x
r

y x





−
=

−
 

where ˆVar[ ]i i iy x D A− = +  . Since the parameter A  is unknown, the variance is estimated 

by ˆ
iD A+ , where Â  is the estimator of A . 

 
The normality analysis used are 1) Q-Q plot; 2) histogram; 3) Kolmogorov-Smirnov test; 4) 

Shapiro-Wilk normality test, of standardized residuals of direct estimate from synthetic part. 
 

 
Figure 1 Q-Q plot of standardized residuals of estimate 

 
Figure 2 Histogram of standardized residuals of estimate 

 
From Figures 1 - 2, we can see that the standardized residuals from the synthetic part follow 
normal distribution. Moreover, we also perform the Kolmogorov-Smirnov and Shapiro-Wilk 

normality tests for the standardized residuals. The corresponding p-values of the tests are 
0.3940 and 0.0784, respectively. From the three analyses, we can conclude that the 

standardized residuals follow normal distribution at the significant level 0.05 = .  

 
 3.2.2 Model diagnostic for the Hierarchical Bayesian Fay-Herriot model. 

 In this section, we apply the hierarchical Bayesian Fay-Herriot model (5) to the average 
household debts. Since there is no further information available, we use noninformative prior 

distributions for the unknown parameters. Several choices of noninformation priors can be 
applied such as uniform distribution, normal distribution, and inverse-gamma distribution. In 
this study, we use common choices which are the uniform prior for the variance and normal 

prior for the regression coefficients. To be specific, the prior distributions of the model variance 

A  and  regression coefficients    are 
8~ (0,10 )A U  and

6

7 7~ (0,10 I )N , respectively. 

The MCMC samples are obtained by using R2OpenBUGS (Thomas, 2020), R2WinBUGS 
(Ligges, 2015) and coda (Plummer, 2020) packages in R program (R Core Team, 2020). The 

setting of the Monte Carlo simulation is as follows: the number of Markov chains is 3, the 
sample size per chain is 500000, the length of burn in is 250000, and the thinning rate is 2. 
Having obtained MCMC sample, we apply the PSRF and MPSRF convergence tests and                 

the model diagnostics mentioned in Section 2. The values of PSRFs are in the range of (0.9999,  
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1.0001) and the MPSRF is 1.0007 which are close to 1. Therefore, the PSRFs and MPSRF results 
show the convergence of the MCMC chains. The posterior Predictive Assessment value is 

0.4792 which is close to 0.5, and the divergence measure value is 0.3922 which is relatively 
small. The two model validations indicate an adequate fit of the model to the data.  
 

 3.3 Model Comparisons. 
 In this section, we compare performances of the two models with direct estimates. The 
values of direct, EBLUP and HB estimators of average household debts ordered by the 

magnitudes of sampling errors are demonstrated in Figure 3. The corresponding MSEs are 
shown in Figure 4. 

 
(a) 

   
(b) 

Figure 3 Plot of direct, EBLUP and HB estimates of average household debt 

 
(a) 

   
  (b) 

Figure 4 Plot of MSE of direct, EBLUP and HB estimates of household debt 

 
From Figure 3 (a), we can see that EBLUP and HB estimates are close to direct estimates for 

the areas with small sampling variances but the two estimates are different from the direct  
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estimates for the areas with large sampling variances. From Figure 3 (b), we can see that the 
EBLUP and HB estimates are almost identical as the plot between the two estimates goes along 

with the 45-degree line. From Figure 4 (a), we can see that the MSEs of the direct estimates 
are larger than MSEs of the EBLUP and HB estimates particularly for areas with large sampling 
variances. From Figure 4 (b), the MSEs of the direct estimates steady increase when sampling 

variances increase, while the MSEs of the EBLUP and HB estimates seem to be stable for a 
certain value of sampling variance, at 0.3 in this dataset.  Results from Figure 3 and Figure 4 
indicate the lack of fit of the direct estimates for data for areas with large sampling variances 

while the Fay-Herriot model and the hierarchical Bayesian Fay-Herriot model can improve 
estimates for such cases by reducing the MSEs. Comparing the the Fay-Herriot model and the 
hierarchical Bayesian Fay-Herriot model, Figure 3 (b) and Figure 4 (b) show that two estimates 

are approximately the same. 

 
3.4 Discussions on the Household Debts in Thailand 
In this section, we discuss the household debts in Thailand by using estimates from the 

Fay-Herriot model and the hierarchical Bayesian Fay-Herriot. Table 2 shows average household 

debts for Bangkok and the five regions of Thailand. The average household debts are 
presented for municipal area, non-municipal area, and the combined estimates. Figure 5 shows 
the boxplots of average household debts for each region. From Table 2 and Figure 5, we can 

see that the average household debts in municipal areas are higher than those of non-
municipal areas for all regions. Moreover, the average household debts in Bangkok (BKK) are 
higher than average debts in other regions of Thailand. Comparing with the country average 

(1.7023 for EBLUP, and 1.7030 for HB), we can see that Bangkok, the northern, and the 
northeast regions have higher debts than the country average while the central, the east and 
the southern regions have lower debts than the country average.  

 
Table 2 The model-based estimates of average household debt (Unit: 100,000 Baht) 

Regions Municipality Size Mean Standard Deviation 

   EBLUP HB EBLUP HB 

Bangkok  1 2.0470 2.0467 - - 

Central Total 36 1.6759 1.6771 0.6792 0.6807 

 Municipal area 18 1.7899 1.7910 0.6527 0.6542 
 Non- Municipal area 18 1.5619 1.5631 0.7044 0.7061 

East Total 14 1.4838 1.4839 0.3974 0.3980 
 Municipal area 7 1.5983 1.5980 0.3673 0.3677 

 Non- Municipal area 7 1.3694 1.3697 0.4205 0.4215 

North Total 34 1.7448 1.7455 0.5813 0.5819 

 Municipal area 17 1.9571 1.9577 0.5673 0.5680 
 Non- Municipal area 17 1.5325 1.5333 0.5286 0.5293 

Northeast Total 40 1.8136 1.8144 0.4798 0.4813 
 Municipal area 20 2.0366 2.0381 0.4537 0.4555 
 Non- Municipal area 20 1.5907 1.5907 0.4025 0.4033 

South Total 28 1.6223 1.6231 0.6074 0.6082 

 Municipal area 14 1.8638 1.8642 0.5789 0.5793 
 Non- Municipal area 14 1.3807 1.3819 0.5529 0.5544 

Total Total 153 1.7023 1.7030 0.5726 0.5737 
 Municipal area 76 1.8882 1.8890 0.5509 0.5520 
 Non- Municipal area 76 1.5118 1.5125 0.5364 0.5375 
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Figure 5 Boxplots of EBLUP estimates for average household debts in different regions 

 
Discussion and Conclusions 

In this paper, we applied the two area level models: the Fay-Herriot model and the 

hierarchical Bayesian Fay-Herriot model to obtain are level estimates of household debts where 

the area considered in this paper is the municipality by province. The model diagnostics of the 

two models indicate adequate fit to the data. Model comparisons show that the two small area 
models outperform the direct estimates especially for areas with large sampling variances. The 

study indicates that model-based estimates can improve the direct estimates for the household 
debt data. From our study, we believe that the Fay-Herriot model can be applied to other 
applications with small sample sizes to overcome the bias of the direct survey estimats caused 

by sampling errors. Some improvements of our study can be performed such as incorporating 
time effect into the model to study trends of household debts over years. 
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