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ABSTRACT Article information:
Spin-Transfer Torque Magnetic Random-Access Memory (STT-MRAM)
is an emerging nonvolatile memory (NVM) technology that can replace
conventional cache memory in computer systems. STT-RAM has many
desirable properties such as high writing and reading speed, non-volatility,
and low power consumption. Since the cache requires a high speed of writ-
ing and reading speed, a single-error correction and double error detection
(SEC-DED) are applicable to improve the reliability of the cache. However,
the process variation and thermal �uctuation of STT-MRAM cause errors.
For example, writing `1' bits has more errors than writing `0' bits. We
then design the weight reduction code to reduce the error caused by writ-
ing `1' bits. Moreover, the performance of an SEC-DED code is improved
by constructing an SED-DED code as the product code. The simulation
results demonstrate that the two-dimensional error correction code con-
sisting of product code and weight reduction code is roughly 5.67 × 10−4

lower than the SEC-DED code when the error rate of writing `1' bits is
equal to 6× 10−3.
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1. INTRODUCTION

Nowadays, static random-access memory (SRAM)
based on cache memory is commonly utilized in com-
puter systems. SRAM has several limitations, in-
cluding high power leakage and cell instability [1, 2]
when memory technologies have been down-scaled.
As a result, spin-transfer torque magnetic random-
access memory (STT-MRAM), which o�ers several
advantages such as near-zero power leakage, high den-
sity, scalability, and nonvolatility [3, 4], is a poten-
tial technology for on-chip cache [5]. Even though
STT-MRAM outperforms SRAM in several ways, the
reliability of STT-MRAM su�ers from deterioration
caused by process variation and thermal �uctuation
[6, 7]. These noise sources a�ect the STT-MRAM,
causing asymmetric errors. For example, writing `1'
bits has more errors than writing `0' bits [8], [9], [10],
[11].

There are two major approaches available to im-
prove the reliability of the STT-MRAM cache: im-
proving the write error rate and improving the read
error rate. By upgrading the circuits or employing

signal processing techniques, the write error rate can
be minimized. [14] presented the dynamic write la-
tency approach at the architectural level, which re-
duces the write error rate and enhances overall system
performance by up to 15.4%. [15] proposed a REACT
approach for reducing read and write errors. REACT
makes an e�ort to decrease the overall amount of '1s'
block data patterns. Thus the REACT can reduce
read disturbance and write failure rates by 17.4%
and 18.2%, respectively. To minimize overall write
latency and write error rate, [16] presented static and
dynamic circuit-level approaches. A 512 kB L2-cache
of a microprocessor can enhance its performance by
11% and reduce total write latency by 71%.

It is well-known that error correction codes (ECCs)
have been implemented in computer memory such as
static random access memory (SRAM) [17], dynamic
random access memory (DRAM)[18], and Flash [19]
to reduce error rates and enhance data reliability.
Therefore, several works aim to design an advanced
error correction code for the upcoming STT-MRAM.
[20] used multi-bit error correction combined with
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DRAM-style refreshing to reduce errors and provided
a methodology for calculating the adequate level of
correction. In [21], a novel error protection method
called Sanitizer was proposed. It can enhance per-
formance by 1.22x while end-to-end system energy
use was reduced by 22%. The Bose-Chaudhuir-
Hocquenghem (BCH) code for STT-MRAM was in-
vestigated in [22]. In [12], Floating-ECC architec-
ture was proposed to enhance the lifetime of the L2
and L3 caches. By relocating the ECC bits inside
the line regularly, the writing activity of the ECC
portion is uniformly spread throughout the cache
line. [23] proposed novel rate-compatible protograph
LDPC (RCP-LDPC) codes for STT-MRAM to rec-
tify memory cell faults and minimize raw bit error
rate (BER) variability.

Since the STT-MRAM cache memory requires a
high speed of writing and reading, a single-error
correction and double-error detection (SEC-DED) is
then applicable to improve the reliability of STT-
MRAM cache memory. [24] presented the content-
dependent error correction code (CD-ECC), which is
comprise of dynamic di�erential code and SEC-DED
code. However, the dynamic di�erential code can
generate error propagation. [13] proposed the ORI-
ENT ECC bit selection technique to decrease sus-
ceptibility �uctuation in codewords. Compared to
per-word and traditional N-way interleaved bit selec-
tion techniques, the ORIENT can reduce write error
rates signi�cantly. A low-complexity SEC-DED code
was employed in previous work, but only one-bit error
was corrected and two bits were detected. SEC-DED
and BCH product codes were utilized [22], and while
they provide superior performance, they need more
complexity. This additional complexity is undesir-
able for cache memory, which requires fast read and
write rates.

Therefore, in this work, we propose to modify an
SEC-DED code as a product code to improve its bit
error correction. The product code can be viewed as
a two-dimensional error correction code. This code
is compatible with the STT-MRAM cache since all
data blocks in the array are read at the same time.
By using product code structure, any error bits de-
tected by the SEC-DED code can be corrected by
other SEC-DED codes. Moreover, since the process
variation and thermal �uctuation impact the 0 → 1
switching more than 1 → 0 switching, it causes a
highly asymmetric channel. To address this issue, we
propose a weight reduction code to reduce the num-
ber of `1' bits. The concept of the weight reduction
code is to reduce `1' bits before writing in the memory
cell. First, the amount of `1's in the codewords will
be veri�ed. If the block length is greater than half
of the data length, the bits in the codeword block
are �ipped and �ag bit `1' is added to the codeword.
Otherwise, the codeword block is not �ipped and �ag
bit `0' is added to the codeword. Therefore, the num-

Fig.1: (a) STT-MRAM cell structure (b) MTJ
switching

ber of `1's in the codeword is decreased to less than
or equal to half of the bit length of the data. Then
the codeword is stored in the STT-MRAM cache. To
read data from the cache, the �ag bits are always ver-
i�ed for bit `0' or `1'. If �ag bits are `1,' the data bits
are �ipped. Otherwise, the data bits are not changed.

The simulation results demonstrate that the two-
dimensional error correction consisting of product
code and weight reduction code is roughly 5.67×10−4

lower than the SEC-DED code when considering the
error rate of writing `1' bits to be 6× 10−3.

In the rest of this paper, section 2 describes
the STT-MRAM channel model, cache architecture,
Hamming weight distribution, and SEC-DED code.
In section 3, the design of the SEC-DED product code
and the design of the weight reduction code will be
explained. The simulations and results are discussed
in section 4. In the �nal part, we summarize our re-
sults.

2. BACKGROUND

2.1 Channel Model of STT-MRAM

A magnetic tunnel junction (MTJ) and an NMOS
transistor are two important components of an STT-
MRAM. The memory cell and cell selection opera-
tions use the MTJ and NMOS transistors, respec-
tively. Fig. 1 (a) shows the structure of STT-MRAM.
One oxide layer is placed between two magnetic layers
in the MTJ element. A reference layer, in which the
magnetic �eld direction is �xed, is one of the mag-
netic layers. The other is a free layer in which the
magnetic �eld direction can be switched between par-
allel (P) and anti-parallel (AP). The direction of the
magnetic �eld in the free layer determines whether
the MTJ element has a high or low resistance. Low
resistance is obtained by aligning the magnetic �elds
of the reference layer and the free layer in the P di-
rection. On the other hand, the anti-parallel (AP)
direction, where the reference layer and the free layer
are aligned in opposite directions, causes high resis-
tance. As illustrated in Fig. 1 (b), the low and high
resistance of the MTJ element can be utilized to cor-
respond to a bit `0' and `1,' respectively.
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Process variation and thermal �uctuation are two
signi�cant noise sources in the STT-MRAM. The
switching current in STT-MRAM varies due to pro-
cess variations such as the parametric �uctuation of
NMOS transistors and MTJ elements. Due to pro-
cess variation, the distribution function of switching
current is represented as a dual-exponential function
[6]

pPV
w (Iw) = σPV

w exp

(
−|Iw − µ

PV
w |

σPV

)
, (1)

where Iw is a switching current. The standard devia-
tion and mean of switching current are σPV

w and µPV
w ,

respectively. Writing bit is de�ned as w ∈ {0, 1}.
The Landau�Lifshitz�Gilbert (LLG) equation [6] is
used to explain the magnetization dynamics of the
MTJ element owing to thermal �uctuation. Since
this switching time varies due to thermal �uctua-
tion, the switching current Iw after process variation
is mapped to the switching time TPV

w . We will use
curve �tting to estimate the current-to-time mapping
in this paper. The approximated function of transi-
tion 1→ 0 is expressed by

TPV
0 (I0) = 1.565×108−1.039×108I0−2.018×107I20 ,

(2)
where the switching current I0 is a value between
−400 to −130 µA. The estimation function of tran-
sition 0→ 1 is given by

TPV
1 (I1) = 1.08×108 +7.432×107I1−1.301×107I21 ,

(3)
where the switching current I1 is a value between 120
to 400 µA.

The switching time TPV
w is classi�ed as thermal ac-

tivation, dynamic reversal, and precessional switching
in [6]. To switch the magnetic �eld direction in the
free layer for the thermal activation mode, a lengthy
switching time (TPV

w > 10 ns) is necessary. The dy-
namic reversal mode requires an intermediate switch-
ing time (3 ns ≤ TPV

w ≤ 10 ns), whereas the preces-
sional switching mode requires a very low switching
time (TPV

w < 3 ns).

The MTJ requires a longer switching time due to
thermal �uctuation. Tw = TPV

w + ∆TTF
w , where

∆TTF
w is the thermal-induced deviation determined

by curve σTF
w /µTF

w vs. TPV
w in [6]. For the ther-

mal activation mode, the thermal-induced deviation
∆TTF

w is given by

∆TTF
w = σTF

w (δE − 1), (4)

where δE distribution function is obtained from

pExp(δE) = exp(−δE). (5)

For the precessional switching mode, the thermal-
induced deviation ∆TTF

w is computed by

∆TTF
w = σTF

w (δG), (6)

where the distribution function δG is modeled as a
Gaussian distribution [6] with

pGauss(δG) =
1√
2π

exp(−δ
2
G

2
). (7)

For dynamic reversal mode, the thermal-induced de-
viation ∆TTF

w is obtained by

∆TTF
w =

σTF
w√
7

(√
10− TPV

w δG+√
TPV
w − 3(δE − TPV

w )
)
.

(8)

The switching time Twrite is applied to all STT-
MRAM cells when the �nal switching time is deter-
mined. The magnetization is �ipped if the applied
write switching time Twrite is longer than the nec-
essary switching time Tw. In contrast, the magneti-
zation is not switched if the applied write switching
time Twrite is less than the necessary switching time
Tw. Therefore, the STT-MRAM can be modeled as a
discrete memoryless channel. The binary asymmetric
channel is shown in Fig. 2. We will use the param-
eters of the STT-MRAM cache in [24] to model the
STT-MRAM channel. The author in [24] models the
STT-MRAM channel based on an in-plane MTJ with
an elliptical shape of 45nm×90nm under 45nm PTM
model. Therefore, the ratio of pER,0→1 and pER,1→0

with Twrite = 10ns is de�ned as

Rp =
pER,0→1

pER,1→0
. (9)

To obtain pER,0→1 and pER,1→0, the Rp is de�ned
as 4 × 10−3 in [24]. Then, pER,0→1 and pER,1→0 in
Fig. 2 can be arbitrary with this ratio.

Fig.2: A binary asymmetric channel model of STT-
MRAM memory.

2.2 Architecture of STT-MRAM Cache

Fig. 3 depicts the architecture of the STT-MRAM
caches [25]. The data are arranged in three dimen-
sions.
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Fig.3: An architecture of STT-MRAM cache [25].

The data page is compose of a two-dimensional data
block or word. Each page has several cache lines and
each cache line contains several data blocks. The
source provides an address consisting of tag, index,
and o�set to read the data block in the cache. The
page number is referred to as a tag. The cache line
and data block number are indicated by an index and
o�set, respectively. Because of parallel cache access,
[25], the data blocks in the array are read at the same
time. For example, when a data block is requested,
the address of the data block is sent to the STT-
MRAM cache. The data block on each page is read
simultaneously. The tags are compared at the same
time. The data blocks are decoded by the SEC-DEC
decoder. Then the data block is chosen by the selec-
tor and the remaining data blocks are discarded.

2.3 Hamming Weight Distribution of User

Data

Since the data blocks stored in the cache have di-
versity, for a randomly generated data block to cover
all data formats, the data block stored in the cache
is modeled in di�erent formats. We consider that
the data blocks stored in the cache have variety of
Hamming weight values. The author of [24] observed
that cache line data is typically highly correlated at
the block level. That means neighboring blocks fre-
quently contain the same or similar data. This in
turn means that the cache line data has the same
or similar Hamming weight. In the case of the same
Hamming weight, the Hamming weights in the cache
line do have not a variation. For the similar Ham-
ming weight case, the Hamming weights in the cache
line have some variation. Thus we will generate the
data block stored in the same cache line by assigning
the Hamming weight.

In this work, the data block is produced at ran-
dom using a Bernoulli distribution with a probability
of bit `1' (p). This probability can be seen as the av-
erage of Hamming weight. However, we will use the
normalized Hamming weight (δhw), which is de�ned

Fig.4: The correlation between data blocks in the
cache line.

by the ratio of the number of `1' in each data block
and the data block length. In this work, by using the
normalized Hamming weight, the user data in each
block can be generated easily. Fig. 4 demonstrates
the correlation between two neighboring blocks. The
correlation will be 1 if the normalized Hamming
weight (δhw) of two neighboring blocks is equal to
0 or 1. The correlation is 0 when the normalized
Hamming weight is equal to 0.5.

We also make the variation of normalized Ham-
ming weight by utilizing the Gaussian distribution.
Therefore, the normalized Hamming weight of each
cache line is generated by

p(δhw) =
1

σhw
√

2π
exp

(
− (δhw − µhw)2

2σ2
hw

)
, (10)

where µhw and σhw are mean and standard deviation
of normalized Hamming weight, respectively. If the
mean is large and the standard deviation is small, it
means that most stored data blocks have a large Ham-
ming weight but the deviation of Hamming weights
is small. If the mean and the standard deviation are
large, it means that most stored data blocks have
a large Hamming weight and the deviation of Ham-
ming weights is large. If the mean is small and the
standard deviation is large, it means that most stored
data blocks have a small Hamming weight but the de-
viation of Hamming weights is large. If the mean and
the standard deviation are small, it means that most
stored data blocks have a small Hamming weight but
the deviation of Hamming weights is small.

3. TWO-DIMENSIONAL ERROR COR-

RECTION CODE FOR STT-MRAM

CACHE

Fig. 5 shows the two-dimensional error correction
code for the STT-MRAM cache. The proposed code
consists of the product code and weight reduction
code. The product code protects the data bits and
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Fig.5: The STT-MRAM cache scheme.

the weight reduction code reduces the error prob-
ability of writing `1' bits. The details of the two-
dimensional error correction code are given next.

3.1 Product Code

Product coding is a method of combining short-
length component codes to create a long length code
with better ECC capabilities. It o�ers excellent per-
formance from cross parity check [27] compared to or-
dinary long length codes, and minimal circuitry over-
head because the component codewords have poor
error correction capabilities.

In [28], a two-dimensional error code of BCH and
RS codes with SEC-DED code was proposed. Al-
though the error performance was improved, the com-
plexity of decoders was high. [29] proposed the
HARQ to increase the reliability. However, the la-
tency was increased. In this work, we propose the
SEC-DED code with single error correction capabil-
ity along rows and columns to achieve high error cor-
rection capability while maintaining lower decoding
complexity.

Let C1 and C1 be a (n1, k1) and (n2, k2) linear
code. Then a (n1n2, k1k2) linear code may be cre-
ated in which each codeword is placed in a rectangu-
lar array of n1 columns and n2 rows as shown in Fig.
6, with each row being a codeword in C1 and each
column being a codeword in C2. On a data array of

Fig.6: Two-dimensional codeword structure.

Fig.7: The algorithm of weight reduction code with
block-centric approach.

size k1 × k2, this code array may be created by do-
ing row (column) encoding �rst, then column (row)
encoding. The bottom-right cross parity block is
(n1−k1)× (n2−k2), and it is made by encoding row
(column) parity along the column parity (row). The
minimum weight of the product code is equal d1d2
[27] if code C1 has Hamming distance d1 and code
C2 has Hamming distance d2. Increasing the min-
imum weight of each code increases the number of
erroneous patterns in the code array that can be cor-
rected. [28] and [29] both utilized product codes that
used single-error-correction codes in each dimension.
For SRAM caches of size 256×256 bits, [28] utilized
an 8-bit even-parity code in both dimensions with bit
interleaving. 8-bit even-parity code was utilized in
interconnection networks in [29]. In both scenarios,
product codes were used to improve error correction
performance.

3.2 Weight Reduction Code

The process variation and thermal �uctuation
cause 0 → 1 write error. To address this issue, the
number of `1' bits in the data block must be reduced
before writing in the STT-MRAM cache. In [24], the
dynamic di�erential code was proposed to reduce the
Hamming weight of data blocks. The data blocks
with large Hamming weight in the same cache line
are successively replaced with modulo-2 of their value
and a �ag bit `1' is added to the code block. However,
if the �ag bit of the �rst data block with high Ham-
ming weight is �ipped due to a write error, the error
will be propagated to the next code block. We also
observe that the modulo-2 of 2 high Hamming weight
code blocks provides the high Hamming weight code
block output. Therefore, we propose a weight reduc-
tion code to reduce the Hamming weight without er-
ror propagation. Moreover, the proposed weight re-
duction code guarantees that the output code block
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provides the normalized Hamming weight which is
less or equal to 0.5. The proposed weight reduction
code is separated into two types: block-centric and
page-centric approaches.

Fig. 7 depicts weight reduction codes using a
block-centric approach. We will suppose that each
page has m × n blocks. Before the SEC-DED en-
coder starts, the Hamming weight of each data block
will be veri�ed. All bits in the data block are �ipped
and the �ag bit is set to `1' if the Hamming weight
of the data block (wcw) is larger than the Hamming
weight threshold (wth). The data block is not altered
otherwise, and the �ag bit is set to `0.' The procedure
is repeated until all data blocks have been processed.
After that, �ag bits are added to the code blocks as
shown in Fig. 6.

Fig.8: The algorithm of weight reduction code with
page-centric approach.

Fig.9: The error performance comparison of weight
reduction codes. The normalized Hamming weight of
each cache line is distributed according to µhw = 0.5
and σhw = 0.

Fig. 8 illustrates the weight reduction codes using
a page-centric approach. We will suppose that each
page has m× n blocks. If the total Hamming weight
of each page (wpage) exceeds the Hamming weight
threshold (wth), all bits in the page are �ipped, and
m×n �ag bits are set to `1.' Otherwise, the user data
bits remain unchanged, and the �ag bits for m × n
are set to `0.' After that, the �ag bits are added to
the code blocks as shown in Fig. 6.

4. SIMULATIONS AND RESULTS

In our simulation, we suppose that each page in-
cludes 8 cache lines, each of which is made up of 8
blocks, each of which has 64 bits. The ratio of `1' to
`0' bits is Rp = 4 × 10−3 [24]. To secure the data in
each block, we employ (72, 64, 1) SEC-DED code.

The bit error performance of the STT-MRAM
cache is shown in Fig. 9. The user data is generated
with the normalized Hamming weight δhw. As a re-
sult of the error propagation of codewords, the SEC-
DED code with the dynamic di�erential code [24]
provides the greatest bit error rate for all pER,0→1.
If an error occurs in one or more codewords, it will
be spread to the subsequent codewords. As a result,
when compared to SEC-DED code without dynamic
di�erential code, the dynamic di�erential code pro-
vides inferior error performance. When compared to
SEC-DED code without weight reduction code, the
proposed page-centric approach has a slightly lower
bit-error rate. The proposed block-centric approach
is capable of producing the best error results.

Fig.10: The error performance comparison of
weight reduction codes. The normalized Hamming
weight of each cache line is distributed according to
0 < µhw < 1 and σhw = 0.1. The PER,0→1 is 0.01
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Fig.11: The error performance comparison of dy-
namic di�erential code. The normalized Hamming
weight of each cache line is distributed according to
0 < σhw < 1 and µhw = 0.1, 0.5 and 0.9.

The error rate pER,0→1 is set as 0.01 in the follow-
ing simulations. In Fig. 10, the standard deviation
of normalized Hamming weight is 0.1. The mean of
normalized Hamming weight varied between 0 and 1.
SEC-DED code with dynamic di�erential code has
the greatest bit error rate (BER) for high Hamming
weight codewords. When µhw is raised, the BER of
the SEC-DED code with dynamic di�erential code
is reduced. The BER curve of the SEC-DED code
with proposed weight reduction codes, on the other
hand, is reduced until µhw = 0.5. This is due to the
fact that a codeword with high Hamming weight is
reduced and does not propagate errors. At µhw of
about 0.5, the error performance of the block-centric
approach exceeds the page-centric approach.

In Fig. 11, we set µhw = 0.1, 0.5, and 0.9. The
standard deviation normalized Hamming weight var-
ied from 0 to 1. When the σhw is raised and µhw

equals 0.1, the BER of µhw = 0.9 is reduced. When
σhw is raised for a high normalized Hamming weight
(µhw = 0.9), the BER improves. These three curves
all meet at the same point since the normalized Ham-
ming weight is distributed as a uniform distribu-
tion. The BER performance curves for SEC-DED
code with dynamic di�erential code show compara-
ble patterns for low, intermediate, and high Ham-
ming weights. At µhw = 0.t and 0 < σhw < 0.4, the
SEC-DED with dynamic di�erential code beats the
SEC-DED without dynamic di�erential code.

Fig.12: The error performance comparison of block-
centric approach. The normalized Hamming weight of
each cache line is distributed according to 0 < σhw <
1 and µ = 0.1, 0.5 and 0.9.

Fig.13: The error performance comparison of page-
centric approach. The normalized Hamming weight of
each cache line is distributed according to 0 < σhw <
1 and µ = 0.1, 0.5 and 0.9.

When the user data has µhw = 0.1, 0.5, and 0.9,
and the BER is considered at pER,0→1 = 0.01, Fig.
12 illustrates the error performance curves of weight
reduction code using a block-centric approach. The
BER curve for low and high Hamming weights con-
verges around σhw = 0.4 as a consequence. The BER
converges at σhw = 0.4 for the intermediate Hamming
weight.

The BER curves of a weight reduction code using
a page-centric approach are shown in Fig. 13. When
σhw is raised at µhw = 0.1 and 0.9, the BER is re-
duced. The BER is constant for µhw = 0.5 at any
σhw.
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Fig.14: The error performance comparison of SEC-
DED code and product SEC-DED code with and with-
out block-centric approach. The normalized Hamming
weight of each cache line is distributed according to
µhw = 0.5 and σhw = 0.

A comparison of the cache memory's BER is shown
in Fig. 14. When comparing the performance of SEC-
DED code with and without our proposed weight re-
duction code, it was observed that SEC-DED code
with weight reduction code produced about 0.001 bet-
ter performance at BER = 10−3. At BER = 10−3,
(72, 64) SEC-DED Product code yields a better BER
than standard (72, 64) SEC-DED code by around
1 × 10−2. In comparison to the SED-DED product
code (72, 64) without the weight reduction code and
assuming BER = 10−3, the (72, 64) SEC-DED prod-
uct code together with the weight reduction code can
enhance e�ciency by around 2× 10−3.

5. CONCLUSIONS

In this article, the SEC-DEC code scheme is modi-
�ed using a product code to enhance bit error correc-
tion performance. In addition, a weight reduction
code is proposed to decrease the errors caused by
writing `1' bits. When the hamming weight of user
data is raised, the simulation results demonstrated
that the proposed weight reduction code is superior
to the dynamic di�erential code. Compared to the
SEC-DED code without weight reduction code, the
SEC-DED code with weight reduction code can min-
imize the errors of writing `1' bits around 0.001 at a
bit error rate of 10−3. When compared to the SEC-
DED product code without weight reduction code,
the SEC-DED product code with weight reduction
code can reduce the error of writing `1' bits to about
0.002 with a 10−3 bit error rate. At BER = 10−3,
(72, 64) SEC-DED Product code yields a better bit
error rate than standard (72, 64) SEC-DED code by
around 1× 10−2.
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