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ABSTRACT: An automatic vehicle damage detection platform can increase
the market value of car insurance. In this paper, we present a damage vehicle
part detection platform, called Intelligent Vehicle Accident Analysis (IVAA), which
provides an artificial intelligence as a service (AlaaS). It helps automatically assess
vehicle parts’ damage and severity level. There are four main elements in the
service system which support four stakeholders: insurance experts, data scientists,
operators, and field employees. Insurance experts utilize the data labeling tool
to label damaged parts of a vehicle in a given image in a training data building
process. Data scientists iterate to the deep learning model building process for
continuous model updates. Operators monitor the visualization system for daily
statistics related to the number of accidents based on locations. Field employees
use LINE Official integration to take photos of damaged vehicles at accident sites
and retrieve repair estimations. We deploy the CapsNet model to localize the
damage region and classify it into 5 damage levels for a vehicle part. The accuracy
of the localization is 91.53 % and the accuracy of the classification is 98.47%.
IVAA provides near real-time inference. The usability evaluation of the proposed
platform is separated into two aspects. First, it got 4.69 of 5.0 scores in a usability
test of the application module. Second, it got 4.66 of 5.0 scores in a usability test
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1. INTRODUCTION

The role of auto-insurance companies is to provide
services to their customers supporting the claims pro-
cess. Providing fast service in the field and fast dam-
age repair quotations are the keys success to satisfy
their customers. The traditional approach may take
15 minutes to an hour of waiting for a user to get
the repair quotation from the insurance experts at
the company where the car must be seen before the
quotation can be done. Field employees spend a lot
of time to inspect the vehicle at an accident site in
the traditional claim process.

The traditional claiming process begins with an
appraisal where either the insurance company will
send someone out to the customer car to evaluate
the damage, or the customer brings the car to the
company or a registered body shop. This is usually
a time consuming process. With the advancement of
artificial intelligence, the traditional claim processing
time can be shorted while the customer satisfaction
is increased. The assistance of artificial intelligence
can allow the field employee to process the claim auto-
matically and can complete the quotation in minutes.
Our proposed service system can be integrated with
the existing system.
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Artificial intelligence is an advanced technology
that emphasizes creation of intelligent machines that
work and react like humans. The core areas of arti-
ficial intelligence are knowledge, reasoning, problem
solving, perception, learning, and the ability to ma-
nipulate objects. The deep learning technique is an
effective methodology to build an intelligent agent.
The area is quite mature for recognition tasks.

In this paper, we provide a platform to help auto-
mate the vehicle claims process. The platform con-
tains four elements which involve the four stakehold-
ers: field employees, insurance experts, operators,
and data scientists. Line chatbot allows the images of
the car damages to be submitted through the system
for damage assessment and claim filing. This enables
the field employees to do less work on sites. The claim
filing and images are recorded through the central
database. The web application allows the operators
to perform visualization and analyze the claim status
and accident cases. The data labeling tool aids the
insurance experts to annotate the vehicle parts and
damage levels. The annotated data is saved in the
database and used for training to regularly update
the damage classification model. Finally, the deep
learning APIs allow the pipeline of maintaining the
up-to-date model and gateway to interact with the
LINE chatbot. The four elements together enable an
autoinsurance company to automate the claims han-
dling process using artificial intelligence

The rest of this paper is organized as follows. Sec-
tion 2 describes related research work about artificial
intelligence as a service and image processing. Section
3 explains the system design of our system. Section 4
presents the implementation of each element. Section
5 evaluates the accuracy of the damage classification
model and user satisfaction. Section 6 presents the
conclusion and future work of this research.

2. RELATED WORK

Artificial intelligence has greatly improved the ef-
fectiveness of both manufacturing and service sys-
tems. Recent commercial systems, such as IBM Wat-
son, have been established to provide cloud services
for facilitating creating AI and machine learning ap-
plications. Watson is able to report the possible de-
fects on the car and show the types of checking per-
formed. The system contains three elements: Wat-
son Visual recognition, a web server, and a mobile
application[1]. The Watson Visual recognition part
utilizes the recognition services from IBM clouds for
damage classification. Figure 1 presents an example
of using the application that analyzes the car damage
from input photos.

Another example is the car damage detective soft-
ware which is an open source project on Github
by Neokt[2]. It analyzes the damaged vehicle parts
with a convolutional neural network. The recognition
model was trained based on 3 models and uses images
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scraped from Google for training. Model 1 is used to
classify whether the vehicle is damaged or not. Model
2 is to classify location of the damage into 3 classes
(front, rear, side). Model 3 classifies the severity of
the damage into 3 levels. The location accuracy and
detection accuracy are around 79% and 71% respec-
tively. The result of the application is shown in Figure
2.

As we have seen from the previous literature, the
car damage analysis is based on the model which uses
image processing with machine learning techniques.
For image processing techniques, the template match-
ing method is a naive approach for finding similar
patterns in the image [3]. The extension has gray
scale-based matching and edge-based matching rou-
tines [4]. The gray scale-based matching reduces the
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computation time, and can result in running up to
400 times faster than the baseline method. Edge-
based matching performs the matching only on an
edge of an object [5, 6]. It returns a gray scale image,
where each pixel denotes how closely the neighbour-
hood of that pixel matches with a template.

Using deep learning is a popular approach for ob-
ject classification and detection tasks. The convolu-
tional neural network (CNN) is the popular model for
these tasks. Convolutional neural networks use trans-
lated replicas of learned feature detectors. This al-
lows them to translate knowledge about good weight
values acquired at one position in an image to other
positions. To build high-quality graph embeddings,
it is important to not only detect the presence of dif-
ferent structures around each node but also preserve
their detailed properties such as position, direction,
connection, etc. However, encoding these properties’
information in the form of scalar values means acti-
vating elements in a vector one-by-one, which is expo-
nentially less efficient than encoding them with dis-
tributed representations.

For the object detection task, a CNN is useful
for both location detection and classification at the
same time. The most commonly used network is
Faster Region-based Convolutional Neural Networks
(R-CNN) [7]. Faster R-CNN is actually an improved
version of R-CNN (Region-based Convolutional Neu-
ral Networks) [8]. The algorithm of this network
breaks down into 2 separate stages. In the first stage,
regions within the image that are likely to contain our
object of interest (called ROI) are identified. In the
second stage, a convolutional neural network is run
on each proposed region and outputs the object cate-
gory score and the corresponding bounding box coor-
dinates that contain the object. The original version
of R-CNN uses selective search to generate proposed
regions for the first stage, then uses a pre-trained
VGG-16 to extract features from the proposed region
and feeds those features into SVM to generate the
final predictions.

Faster R-CNN is an improved version which runs
faster and is more accurate. One of the major modifi-
cations of Faster R-CNN is to use a CNN to generate
the object proposals as opposed to selective search
in the prior version [9]. This layer is called the Re-
gion Proposal Network (RPN). RPN first uses a base
network (e.g. VGG-16, ResNet-101, etc.) to extract
features (more precisely, feature maps) from the im-
age. It then partitions the feature maps into multiple
square tiles and slides a small network across each tile
successively. The small network assigns a set of ob-
ject confidence scores and bounding box coordinates
to each tile location. The RPN is designed to be
trained end-to-end in a fully convolutional manner.

Hilton et al. proposed CapsNet which was the
combination of segmentation and recognition into a
single inference process using parse trees[10]. A cap-

wt

sule is a group of neurons whose activity vector repre-
sents the parameters of a specific type of entity such
as an object or an object part [10]. CapsNet is com-
posed of capsules rather than neurons.

A capsule is a small cluster of neurons that learns
to determine the exact object in a given image and
produces a vector whose length indicates the esti-
mated probability that the object is present and
whose orientation encodes the posture characteristics
of the object [11]. If the object is moved slightly,
the capsule will produce a vector with almost the
same length but a slightly different direction. Conse-
quently, the capsules have a similar composition.

3. METHODOLOGY

This section describes our Intelligent Vehicle Ac-
cident Analysis system platform (IVAA). We divide
the section into three parts: (1) system elements, (2)
system software architecture, and (3) deep learning
model.

3.1 System Elements

Figure 3 displays four stakeholders of the IVAA
system: insurance experts, data scientists, operators,
and field employees. The platform has four tools
for these four users: a data labeling tool for insur-
ance experts, deep learning APIs for data scientists,
a web monitoring application for operators, and a
LINE chatbot to interact with the back-end server
for field employees.

Data labeling is one of the time consuming tasks.
The traditional labeling software such as Labellmg
[12] and Imglab [13] works as an offline application.
We integrated the data labeling tool and provided
a web interface where the users can collaboratively
work on the labeling task. The labeling tool returns
a downloadable JSON file for the user for future use.
VuelS is used as a front end framework with a Rest
API server. The labeling tool is useful for adding
more information to the labeled image of damage for
future retraining.

Deep learning APIs are gateways which are specif-
ically designed for data scientists and developers to
train and make use of the model in applications. For
training, the API returns the model identification
(model ID) to the user as a link for the model de-
ployment. For testing, the API returns with the list
of damaged parts and their damage levels on the vehi-
cle after an accident along with the confidence levels.

For the operators, the web monitoring application
shows historical data that contains the number of
cases, the number of processed images, and the num-
ber of days that system has operated. Graphical vi-
sualization on the system contains heat map visual-
ization which represents the frequency of accidents by
location and dates.

For field employees, we provide the LINE chatbot.
The employee sends the damaged car images and the
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chatbot gives the resulting car model and price table
images, along with the list of body shop locations.
Note that we adopt LINE as a user interface because
the requirement of the interface in the proposed sys-
tem is only to receive the damaged vehicle image and
return the result, and the LINE application is able
to provide these features. Furthermore, we consider
the installation of the application due to the fact that
theLINE application can be installed on both iOS and
Android.

Figure 4 shows the workflow of the field employ-
ees via the chatbot. The information details of an
accident case, such as the customer ID, the accident
location, and the damaged car images, are sent to
the chatbot. In the backend, the deep learning test-
ing API is executed to recognize the damaged parts
and classify their damage levels from the submitted
photos. The relevant information about the customer
and accident are also recorded in the main database.

MongoDB Docker Engine
5
Kubernetes Grafana
t OpenStack Sahara

Private Cloud

o

Fig.5: Software stack.

3.2 System Software Architecture

Our services can be deployed as a private cloud
system with the hardware specification in Table 1.
The private server is used for modeling, the model
deployment website, and database hosting.

Table 1: The hardware specification.
Hardware Specification
CPU Intel(R) Core(TM) i5-2400 CPU
@ 3.10GHz
GPU NVIDIA Tesla K40c
RAM 24 GB
HDD 4TB
Internet connection speed | 100 Mbps

Figure 5 shows the software stack of the system.
OpenStack is used for computational resource man-
agement such as memory, CPU, network and other
resources to provide for each of the specified tasks
in the container. The visualized resource monitoring
part is divided into 2 sections. The first section uses
Grafana to monitor resources on the private cloud
via OpenStack. In the second section, Sahara is used
to monitor resources on the private cloud directly.
Kubernetes provides scaling computational resources
on each docker container. Docker engine is used to
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manage visualization container resources defined for
task management of the IVAA Core. MongoDB is
the main database for this work since it can be scaled
out to support more data size.

3.3 Deep Learning Model

For the damage recognition, we utilize the capsule
neural networks (CapsNet) to locate and classify lev-
els of damage in the vehicle photos. The confidence
level is returned from the deep learning API.

The process of utilizing CapsNet is shown in Figure
6. There are six main steps in the figure. The input
image is resized to 28x 28. In (1), the damaged part
is obtained from the input photo by cropping into
the size 9 x 9 which is used as an input to the next
step. The part is reconstructed by minimizing the
squared difference between the reconstructed one and
the input. Next, in (3), the two convolutional layers
are used to reshape from 32 primary capsules to 6 x
6 x 8. In (4), these primary capsules are fed into
higher layer capsules. A total of 5 capsules with 16
dimensions each and the margin loss are calculated
with these higher layer capsules to predict the class
probability. In (5), the model computes the location
of the damaged vehicle part. In (6), softmax is used
to compute the damage level of the damaged vehicle

part.

We keep each trained model’s replica on a single
GPU. It turns out that for the memory footprint of
layers with large activation, the size is disproportion-
ate to the amount of GPU memory. By omitting
the batch-normalization on top of those layers, we
were able to increase the overall number of Inception
blocks substantially. We hope that with better uti-
lization of computing resources, making this trade-off
will become unnecessary.

4. IMPLEMENTATION RESULT

We divide the implementation into 4 parts: (1)
data labeling tool (2) deep learning APIs (3) web
monitor application and (4) LINE chatbot.

4.1 Data Labeling

In Figure 7, an insurance expert uploads the dam-
aged vehicle image to the IVAA system. He can select
the part and label the photo of a damaged vehicle.
The tool makes the labeling process easier than man-
ual labeling. We also provide a tool to download the
labeled and unlabeled photo data from the system to
the local machine, saving it for future use.

Labeling data, or data annotation, is a prelimi-
nary step and a time consuming task in deep learning.
Having an easy-to-use annotation tool can shorten
the data pre-processing time. It provides the initial
setup data for machine learning tasks.

The labels used for building the models may come
from multiple experts and it is possible that the ex-
perts may have different subjective opinions on how
some of the patient cases should be labeled. We
have studied this scenario by designing a multi-expert
learning framework that assumes the information on
who labeled the case is available. Our framework ex-
plicitly models different sources of disagreements and
lets us naturally combine labels from different human
experts to obtain a consensus classification model rep-
resenting the model groups of experts are converging
to and also individual expert models.

4.2 Deep learning APIs

For deep learning APIs, we create the CapsNet
model with 5 classes of damage severity as shown in
Table 2. In Figure 8, the network is used to recognize
many photos obtained from many perspectives. The
parts are mapped to images below where the filled
color shows the damage level for the damaged part.
Levels of damage parts is based on rules from the
Thai General Insurance Association (TGIA), an or-
ganization that promotes and supports the non-life
insurance industry including accident insurance.

Deep learning APIs in our system are an important
extension because the user can employ our system by
connecting to the APIs. This allows adding a spe-
cific training dataset and retraining the deep learning
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Table 2: Representing the damaged levels.

Damaged Level Color
No damaged White
Low level damaged Yellow
Medium level damaged | Orange
High level damaged q
Replacing damaged ‘ Gray

model effectively. Incremental retraining allows in-
cremental improvement of model accuracy even when
having only limited computing power.

4.3 Web Application

Figure 9 presents the example pages of our web ap-
plication using the VueJS framework with the Bulma
CSS framework. An application shows the visualiza-
tion where the user can interact with the data from
the system database.

The user must login through the web application
first. Figure 9a shows the dashboard on our system.
Dashboard is a data visualization tool that allows all
users to understand and analyze what is going on.
The dashboard provides an objective view of perfor-
mance metrics and serves as an effective foundation
for further analysis. Figure 9b is a heat map show-
ing the volume of accident events by location. Fading
color is based on the density of accident cases at the

locations.

An accident case can be inserted via the case inser-
tion page. For each accident case, the user is required
to specify the case identification number, customer
identification number, accident location, and to up-
load the photo of the damaged vehicle involved in
an accident. A drag and drop approach is provided
for uploading the photo with more convenience. The
submitted case can be reviewed for approval and the
system shows the case’s information in Figure 9c. The
case information page visualizes the damage level on
four views of the vehicle. Moreover, it indicates the
clarification of repaired price based on the damage
level. Furthermore, the operator can also look up all
historical accident cases. The search can be done by
case ID, customer ID, and accident date. The detail
button is used to show the detailed information.

4.4 LINE Chatbot

The LINE chatbot is shown in Figure 10. Using
LINE messaging APIs, the image and text data can
be redirected from the Line server to our database.
When a field worker sends the chatbot a message, a
webhook is triggered and the LINE Platform sends
a request to the webhook URL. The server sends
a request to the LINE platform to respond to the
user. The requests are sent over HT'TPS in JSON
format. the LINE software developer kit has allowed
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Fig.9: Web monitoring Application.

our IVAA website to be shared across LINE. The Line
user can also post the IVAA web page onto their Line
timelines to make it visible to all their friends. The
LINE official account enables the field employee or
customer to send the damaged car images via the
LINE Official account to get the damage level and
claim quotation.

There are four menus for the Line chatbot: (1)
start service, (2) share location, (3) upload photo,
and (4) IVAA analysis, as shown in Figure 10.

After adding IVAA as a friend, the Line user can
send the “start service” at (1.1). Then, the new case
is opened, and the unique case identification number
is assigned to the Line user in (1.1). The number is
used for follow-up of the case as well. Then, in (1.2),
the system asks for customer identification number to
perform authentication as (1.3) in Figure 10.

Next, the Line chatbot requires the Line user to
share the place of an accident location as in (2.1) in
Figure 11. The LINE user shares the location using
the menu (2). Sharing an accident location (2.2) al-
lows the company to send a field worker to the site
immediately.

In menu (3), the Line user uploads the damaged
vehicle’s photo in the accident form shown in Figure

10. The user takes photos of the damaged vehicle,
including the font-side view, the back-side view, the
left-side view, and the right-side view is shown (3.1)
in Figure 12. After that, the system acknowledge the
number of photos that the user sent.

After the images are submitted, the menu (4) in
Figure 13 is selected. Our deep learning model per-
forms the analysis and returns the damage level of
the vehicle parts using different colors as shown (4.2)
in Figure 13. In addition, the chatbot can further
provide a repair quotation estimate if the quotation
service API is available.

5. EVALUATION

We conducted an evaluation that compared the
three models: IVAA classification model, template
matching, and object detection, on the selected data
sets. We compared our model with two different tech-
niques using the accuracy of detecting the damaged
vehicle parts without identifying the damage levels.
First, template matching is a technique in digital im-
age processing for finding small parts of an image
which matches a template image. The object detec-
tion algorithm typically uses extracted features and
learning algorithms to recognize instances of an ob-
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ject category.

We applied template matching to match the dam-
aged vehicle part with the input image. But it is
not accurate since the template matching can match
only damaged vehicle parts that have been seen be-
fore. Template matching was implemented using the
OpenCV library based on . Secondly, we applied
object detection to detect the damaged vehicle parts.
The object detection library obtained from Tensor-
flow employs Faster R-CNN. Faster R-CNN is an ob-
ject detection algorithm that is similar to R-CNN.
This algorithm utilises the Region Proposal Network
(RPN) that shares full-image convolutional features
with the detection network in a more cost-effective
manner than R-CNN and Fast R-CNN.

The accuracy of finding the car parts with various
algorithms is measured using the Toyota Camry im-
age set available on 2. The data set is gathered from
https://carscales.com.au, the National Highway
Traffic Safety Administration, and Thai General In-
surance Association. The data set contains 1,624 im-
ages. We divided 80% for training and 20% for test-

https://www.geeksforgeeks.org/template-matching-using-
opencv-in-python
https://gitlab.com/Intelligent-Vehicle- Accident- Analysis
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ing. Moreover, we apply CapsNet to increase model
accuracy by increasing input data dimensions for the
damaged vehicles. Our IVAA network provided accu-
racy of up to 98.47% as shown in Figure 14. IVAA has
greater accuracy than using the template matching
approach (93.58%). The object detection approach of
traditional computer vision techniques explores mul-
tiple paths where the algorithm is simplified, yet it
can achieve higher accuracy but with less compu-
tational cost (91.53%). In the chatbot application,
we set the threshold for bounding box detection and
severe classification to 98.47%. For our case, Inter-
section over under (IoU) for our proposed system is
93.28%.

Figure 15 presents the inference time as the num-
ber of images grows until 20 images on our private
cloud. This shows service capability when lots of in-
ference requests come in. The average inference time
per image is 12.12 seconds on our private cloud.

Figure 16 shows the confusion matrix when using
the IVAA network to classify the parts of vehicles. It
shows that our model can detect the damaged vehicle
parts very accurately. The data set and the compari-
son code of the tested car are available 3. In addition,
we provide the script to train the pre-trained neural
network model for new images in our project’s gitlab
repository.

We also evaluated our users’s satisfaction with our

https://gitlab.com/Intelligent-Vehicle-Accident- Analysis
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Table 3: Usability test of application module.

Aspects score
usability 4.93
reliability 4.76
security 4.56
interface 4.66
availability | 4.56
Average 4.69

Table 4: Usability test of intelligence module.

Aspects score
Prediction’s speed 4.76
Prediction’s accuracy 4.56
Prediction’s expectation | 4.60
Input data format 4.53
Output data format 4.83
Average 4.66

applications in two aspects: application usage and
intelligence module. For application aspects, A ques-
tionnaire was used. It measures system satisfaction
in two modules: (1) application module test in Ta-
ble. 3, and (2) intelligence module test in Table. 4.
For the application aspect, there are usability, reli-
ability, security, interface, and availability [14]. Ex-
ample questions include: “What is your satisfaction
for the application interface?”, “What is your satis-
faction for the prediction speed and accuracy?”, etc.

Table 3 shows the usability test results of the appli-
cation module in the proposed system. The usability
results show the capacity of a system to provide a con-
dition for the users to perform the task safely. The
proposed system achieves 4.93/5 for usability. For the
reliability aspect, we obtain 4.76/5. For the security
score, we obtain 4.56/5. For the ease of interface, we
obtain 4.66/5. For availability, the score is 4.56/5.
The average overall score is 4.69/5.

Table 4 shows the usability test of the intelligence
module in the proposed system. The proposed system
yields 4.76/5 for the satisfaction score of prediction
speed. The prediction speed is defined as the time
from sending the images until receiving the result.
The prediction accuracy score is 4.56/5 This shows
the measurement of the user satisfaction with the pre-
diction’s accuracy based on human observation. The
prediction’s expectation score is 4.60/5. The satisfac-
tion scores for input data and with the output data
format are 4.53/5 and 4.83/5 respectively. The aver-
age overall score is 4.66/5 for the whole intelligence
module. The aspects are prediction speed, accuracy,
expectation satisfiability, input format satisfiability,
and output format satisfiability.

We surveyed the opinions from 30 general users.
The average score for each aspect is shown. The score
is out of 5. The average overall score is 4.69/5 for the
application side and 4.66/5 for the intelligence mod-
ule. There are 93.3% of users who highly recommend
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the system to their friends or companies.

Our IVVA system provides an end-to-end plat-
form for facilitating auto-insurance damage assess-
ment and accident reporting. From the customer side,
he/she can use the chatbot to report the accident
and ask for damage assessment. From the insurance
company aspect, the company can use the web ap-
plication for monitoring accident cases. For the data
scientists, the platform provides the tools for image
labeling, APIs to retrain the model, and model de-
ployment. The system implementation is based on
Docker, which is convenient to deploy.

6. CONCLUSION

The Intelligent Vehicle Accident Analysis System
(IVAA) is an artificial intelligence platform as a ser-
vice. It provides an end-to-end solution for an auto-
insurance company. It consists of four modules: the
first module is a data labeling (for insurance experts),
the second module is deep learning API for data sci-
entists, the third module is the web monitoring ap-
plication for the operators, and the fourth module is
LINE official integration for field employees. Other
open source solutions usually offer only damage clas-
sification feature using offline photos. The docker
container is used for easy deployment. The current
deep learning model used is CapsNet, which can pre-
dict correctly up to 98.47 % when testing on the pro-
posed Toyota Camry data set. The average image
inference time is 13.12 seconds. We evaluated user
satisfaction for our application and intelligence mod-
ules aspects. Scores were 4.69/5 and 4.66/5 respec-
tively.

Future work includes integrating our proposed sys-
tem with the driver’s application and automating the
whole process of retraining when adding more images
using scheduling. A database of body shops is also
being collected.
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