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Outlier Detection in Wellness Data using
Probabilistic Mapped Mean-Shift Algorithms
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ABSTRACT: In this paper, the Probabilistic Mapped Mean-Shift Algorithm is
proposed to detect anomalous data in public datasets and local hospital children's
wellness clinic databases. The proposed framework consists of two main parts.
First, the Probabilistic Mapping step consists of k-NN instance acquisition, data
distribution calculation, and data point reposition. Truncated Gaussian Distribu-
tion (TGD) was used for controlling the boundary of the mapped points. Second,
the Outlier Detection step consists of outlier score calculation and outlier selection.
Experimental results show that the proposed algorithm outperformed the existing
algorithms with real-world benchmark datasets and a Children's Wellness Clinic
dataset (CWD). Outlier detection accuracy obtained from the proposed algorithm
based on Wellness, Stamps, Arrhythmia, Pima, and Parkinson datasets was 93%,
94%, 80%, 75%, and 72%, respectively.
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1. INTRODUCTION

Outlier detection was studied in order to enhance
the classi�cation ratio of the future data points. In
general, an outlier detection problem refers to the dis-
tinction between faraway data points and common
data points. However, if two classes are located in
nearby areas and some parts of the �rst-class occur
in the boundary of the second class, this is called an
overlapping problem. In some cases, data points of
the overlapping classes are placed in the same posi-
tions, but their outliers are marked in the area of the
other class. Moreover, the Parkinson dataset contains
outliers of about 75%, so it is much more di�cult to
identify the outlier positions in this dataset. Fig. 1
displays an examples of di�erent characteristic out-
lier problems. In the example, there are two classes:
an outlier and a normal class. The common outlier
problem is illustrated in Fig. 1(a). Fig. 1(b) shows
the normal class is larger than the outlier class but
some parts of the outlier class occur at the boundary
of the normal class. In contrast, in Fig. 1(c), the size

of the outlier is larger than the normal class and they
overlap. Note that in this study the relative sizes of
di�erent classes is not the main concern and has no
e�ect on the accuracy of detection.

Fig.1: An example of outlier data (a) common out-
lier problem (b) normal class is larger than the outlier
class (c) the size of the outlier is larger than the nor-
mal class.

In Farag et al. [1][2][3], a novel data clustering
algorithm based on gravity centre methodology was
introduced. The strength of the gravity centre algo-
rithm is that it does not need to specify parameters.
But the disadvantage is that it cannot perform well
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with a very small volume of data. The results of
data clustering using Gravity Centre are compared
with 3 other methods: K-means, K-medians, and
K-medoids. The results indicate that Gravity Cen-
tre outperforms those techniques with the datasets
used which were NNDSS's family, Health-infectious-
disease-2001�2014, Unplanned Hospital Visits � Hos-
pital, Diabetes, and Medicare National DMEPOS
HCPCS.

Xiaokang et al. [4], proposed a density-weighted
fuzzy outlier clustering approach for class imbal-
anced learning as a method for clustering fuzzy out-
lier clusters. This method considers the relationship
of new ambiguous neighborhoods with local density
data. When weighing the sample in the clustering
process, it is mixed with the fuzzy outlier group-
ing method. In this way, the most representative
samples are selected, while the anomalous samples
are eliminated. The accuracy of this method shows
a superior performance of 92% compared to other
cluster sampling models. This indicates that the
density-weighted fuzzy outlier grouping method can
be used with imbalanced problems in real life. Blood-
transfusion, Parkinson, Sick_numeric2, WDBC, and
Wine datasets were used in this paper.

In Jiang et al. [5], a local-gravitation-based
method for the detection of outliers and boundary
points is presented. In it, each data point is viewed
as an object with both mass and local resulting force
(LRF) generated by its neighbor. When the number
of neighbors increases, the LRF of outliers, boundary
points, and internal scores change at di�erent rates.
The LRF rate of change of a lower density point has
a higher scores. That is, the rate of change of the
outlier is higher than that of the boundary and inter-
nal points. In other words, the highest-ranking score
can be identi�ed as an outlier. Likewise, the higher
the rate of change of a point, the higher the LRF,
and the greater the chance of it being a boundary
point. The main advantage of the method is that
it is independent of K-value selection. This will re-
sult in improving detection e�ciency. Heart disease,
Lymphography, Ionosphere, Breast cancer Wisconsin,
Blood transfusion service center, and SPECTF heart
datasets were used.

Aditya and Fitra [6] presented a method for Out-
lier Detection with a Supervised Learning Method.
In their work, several popular classi�cation methods,
K-Nearest Neighbor, Centroid Classi�er, and Naive
Bayes, were compared as tools to handle outlier de-
tection tasks. The results show that those methods
achieved 81% of average sensitivity. They report that
this is a reasonable starting value for future research
to further modify the said methods to improve their
performance. Elhossiny et al. [7] proposed using an
enhanced K-Means++ to handle missing data and
outliers. They worked on a diabetic classi�cation sys-
tem. They are looking for features that are related to

classifying people into two groups: a diabetes group
and a control group. The experimental result using
RMSE is 17%. Vowels, Thyroid, Vertebral, Wine,
Satellite, Breast cancer, and Ionosphere datasets were
used.

Diego et al. [8] proposed the DBSCAN technique
for large datasets. DBSCAN is a classic clustering
method for identifying heterogeneous and isolated
clusters with noise. There are a number of articles
addressing DBSCAN scalability issues. Despite the
scalability issues, the DBSCAN algorithm o�ers a re-
duction in execution time due to the reduction in
the number of data formats. They also proposed a
new heuristic called I-DBSCAN that can be modi-
�ed and produced good results for the entire data set
without any additional parameters. Abalone (Scale),
Mushrooms, Pendigits, Letter, Cadata, Shuttle, Sen-
sorless (Scale), SensIT (acoustic), SensIT (seismic),
Skin-Nonskin and Poker datasets were used.

Paweª et al. [9] proposed the Fuzzy C-Means based
Isolation Forest for outlier detection. In their study,
they examined the feasibility of the proposed tech-
nique and analyzed it in detail for the di�erent char-
acteristics of data. For example, they considered
database size, number of record attributes, and data
type. FCM allows membership grade of the gener-
ated Isolation Forest nodes to the cluster based on
these nodes to be generated. Therefore, this can lead
to a fault score for a given element that may belong
to a group of similar elements. To overcome this
issue, a separate set of forest enrichment methods
based on Fuzzy C-Means is proposed. The experi-
mental results performed using 27 datasets indicated
that FCM can play a key role in improving forest iso-
lation approaches and increase the value of speci�c
measures on the e�ectiveness of anomaly detection
methods. Annthyroid, Arrhythmia, Breastw, Car-
dio, Cover, Glass, Ionosphere, Letter, Lympho, Mam-
mography, Mnist, Musk, Optdigits, Pendigits, Pima,
Satellite, Satimage-2, Shuttle, Speech, Thyroid, Ver-
tebral, Vowels, Wine, Nad, and unsw0 datasets were
used.

Paweª et al. [10] proposed a K-Means-based iso-
lation forest to detect outliers. The K-Means-based
Isolation Forest approach allows the creation of search
maps. By employing many branches, as opposed to
only two as considered in the traditional method, the
k-mean grouping is used to estimate the number of
divisions on each decision tree node. The proposed
method is e�ective for information coming from dif-
ferent application areas including inter-model trans-
port and spatial data. The advantage of this method
is that information can be entered in the process of
creating a decision tree. Moreover, it returns a more
interesting anomaly score. Arti�cial sets, NYC Taxi,
NYC Taxi (geographical positions), Ship transport,
Ship transport, Train transport, Train transport, and
Train transport datasets were used.
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Patel and Kushwaha [11] reported in �Clustering
Cloud Workloads: K-Means vs Gaussian Mixture
Model� that classi�cation using GMM will enable dis-
covering complex patterns and grouping them into co-
hesive, homogeneous components that are close rep-
resentatives of real patterns within the dataset. In
other words, it enables high cohesion among mem-
bers of the same classes. That is, the dependency
between the members is high. This can imply that it
provides low coupling among di�erent classes or the
dependency between the classes is low.

In Yang et. al. [12], a mean-shift outlier detection
and �ltering technique is proposed to remove the bias
caused from a large number of outliers before cluster-
ing without the need to know the number of outliers
in advance. This method can also be applied with
both numeric and string data. The experimental re-
sult of this method for the �ltering task outperforms
�ve other existing outlier removal methods: LOF,
ODIN, NC, IFOREST and ABOD. This method also
outperforms a number of the existing outlier detec-
tion methods: LOF, NC, KNN, ODIN, MCD, IFOR-
EST, OCSVM, PCAD, and ABOD. This paper used
Generated data, KDD-Cup99, Stamps, PageBlocks,
Pima, Arrhythmia, and Parkinson datasets in the ex-
periments.

In this work, the Probabilistic Mapped Mean-Shift
Algorithm is proposed to detect outliers in public and
children's wellness datasets. This method is based
on its strong point that there is no need to know
the number of outliers in advance. The di�erence
from the classic mean-shift technique is the disper-
sion of the target position of the mapping depending
on the joint probability density function of the map-
ping function. Unlike the mapping function proposed
in [12], our proposed function will map the outliers
to the proper point inside the boundary of each class.
The mapped position is calculated using a Truncated
Gaussian kernel. In other words, each outlier point
has been mapped to a new position based on its prob-
ability value during the mapping process.

2. PROBLEM ANALYSIS

The framework proposed in this study is based on
the conditions illustrated in Fig 1 (b) and (c). Given
binary classes, outlier and normal points are occa-
sionary placed in the same positions. We assume that
the outlier class may overlap the normal class. There
is no constraint imposed on the number of elements
between the outlier class (no) and the normal class
(nn). This means that both no > nn and nn > no
can be cases in this study. The only condition is the
range of the output area of the mapping function.
The mapping function proposed in [12] tried to map
all outlier points into the mean or median point of
each cluster as shown in Fig 2(a). In other words,
this function will place all outlier points at the center
of each cluster. This causes miss-classi�cation in the

testing step. Hence, the outlier detection framework
proposed in this study focuses on the following issues:

1. How to increase the distribution of the range
from the mapping function?

2. How to increase the coverage area of the
mapped points obtained in issue 1, as shown
in Fig. 2(b)?

Fig.2: Mapping functions: (a) Mean Shift Al-
gorithm, (b) Probabilistic Mapped Mean-Shift Algo-
rithm.

In general, the mean shift algorithm will translate
all outlier data points of each cluster to new positions
as shown in Fig. 2(a). But in some scenarios, more
distribution and more coverage are needed as shown
in Fig. 2(b).

3. BACKGROUND

3.1 Mean-Shift Algorithm

The Mean Shift algorithm is a non-parametric
clustering algorithm for �nding high-density areas (a
density function) of the input feature space. It is
sometimes called the mode-seeking algorithm. The
Mean Shift technique does not need to know the
number of clusters in advance. In addition, it is not
limited by the shape of the cluster. The algorithm is
an iterative procedure. It will repeat until it reaches
the optimal area having maxima mode. This algo-
rithm consists of two main steps as follows:

step 1: Compute the mean shift vector: m(Xt)
step 2: Translate the input Xt to a new position:

Xt
map = Xt +m(Xt)

3.2 Probabilistic Mapped Model

A probabilistic decision model is a decision method
for predicting future events based on probability the-
ory. In contrast, a deterministic decision determines
an exact circumstance. The probabilistic mapped
model is a mapping function for predicting a new po-
sition (Range) of input data (Domain) based on the
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its properties. Generally, probabilistic mapped meth-
ods will work better than deterministic models. This
is because the probabilistic method uses all proper-
ties or information contained in the input data. The
combination of the probabilistic model with the mean
shift method, which is an iterative mapping proce-
dure, help improve the mapping process. That is,
a better coverage area for each individual cluster is
reached. Hence, outlier prediction accuracy will be
higher. This is because the mapping of input data
points from the current position is assigned to a new
proper area within its class.

4. THE PROPOSED METHOD

In this work, the anomalous data, or outliers, in
the large public benchmarks and Children's Wellness
Clinic dataset were detected using our Probabilis-
tic Mapped Mean-Shift Algorithm. The proposed
method is based on the Mean Shift technique pro-
posed by Yang et. al. [12] as mentioned in Section
1. The proposed framework is divided into two main
sections. Section I: Probabilistic Mapping, consists
of k-NN instance acquisition, data distribution cal-
culation, and data point reposition. Section II: Out-
lier Detection, consists of outlier score calculation and
outlier selection. A brief description of the proposed
method is shown in Fig. 3.

Fig.3: The proposed framework.

4.1 Probabilistic Mapping

In this section, mapping the input instance into a
new location depends on its probalistic value is de-
scribed. This procedure consists of three steps. In
Step 1, the �nding of k-nearest neighbors of each in-
stance is carried out. In Step 2, the calculation of
local Gaussian distribution is performed. In Step 3,
the repositioning of the instance is achieved.

4.1...1 k-NN Acquisition

To calculate the local Gaussian distribution
around the instance, a set of the nearest points is
acquired by the k-nearest neighbor algorithm. The
steps of k-NN can be described as follows:

step 1: Set value for k, kεI+

step 2: For each point in the data do the
following

→ 2.1 Calculate the distance between data point
and each row of the dataset.

→ 2.2 Sort the data in ascending order based on
the distance value.

→ 2.3 Select top k data point for the nearest
group.

step 3: Repeat these steps until reaching the end
of the dataset.

4.1.2  Neighbour's Distribution Calculation

After the data has been separated into groups by k-
NN, each group of data is used to calculate local data
distribution. To compute local probabilistic distri-
bution, the Truncated Gaussian Distribution (TGD)
model was applied. TGD can be described with Eq.
(1).

(x;µ, σ, a, b) =
1

σ

φ
(
x−µ
σ

)
Φ
(
b−µ
σ

)
− Φ

(
a−µ
σ

) (1)

Let X be a normal distribution with mean µ and
variance σ2, within the interval (a,b). Then X con-
ditional on a ≤ x ≤ b has a Truncated Gaussian
Distribution.

φ(ξ) =
1√
2π

exp

(
−1

2
ξ2

)
(2)

φ is the probability density function of the stan-
dard Gaussian Distribution.

Φ(x) =
1

2
(1 + erf(x/

√
2)) (3)

Φ is its cumulative distribution function
The steps of TGD mapping 4 can be described as

follows:
step 1: Calculate the lower boundary a and upper

boundary b of probability in each k-NN set.
step 2: Calculate the Mean µ and standard devi-

ation σ of each k-NN set.
step 3: Calculate distribution probability using

Eq. (2).
step 4: Repeat until all k-NN sets have been pro-

cessed as shown in Fig. 4.

Fig.4: Mapped data points using Probabilistic
Mapped Mean-Shift Algorithms.
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4.1.3 Repositioning Data Points

To shift the data points to their new positions
as shown in Fig. 5 for Synthetic data and Fig. 6
for Parkingson data, the highest probability value is
selected to assign each new position. In Truncated
Gaussian Repositioning there are three main steps:

step 1: Select the initial point from the k-NN
set.

step 2: Repeat until converged:
→ 2.1 For each point, �nd weights encoding the

probability of membership in each cluster
→ 2.2 For each cluster, update its location, nor-

malization, and shape based on all data
points, making use of the weights.

step 3: Select the highest probability weight.

Fig.5: Visualization of the Mapped points of each
cluster in synthetic data. Blue points are original
points and Red points are mapped points.

Fig.6: Visualization of the Mapped points of each
cluster in benchmark Parkinson data. Blue points are
original points and Red points are mapped points.

In Fig. 7, 3D space mapped points of Parkinson
data are illustrated and the results show that the data
was mapped into the new areas with the highest prob-
ability. This will increase the cohesion and uniformity
between class members for each class as shown in Fig.
8.

Fig.7: Visualization in 3D space of the Mapped
points of each cluster in benchmark Parkinson data.
Blue points are original points and Red points are
mapped points.

Fig.8: Resulting Denser Area after Mapping.

The result shows that the normal data (Blue ver-
tices) was mapped into the denser area (Red vertices).
The distribution of each class was normality tested
using Shapiro-Wilk test [13]. The result shows the
mapped data gained higher normality rates as shown
in Eq. (4).

W =
(
∑n
i=1 aixi)

2∑n
i=1(xi − x̄)2

(4)

Let x(i) be the ith order statistic, such as, the ith-
smallest number in the sample. The coe�cients ai
are given by Eq.(5).

(a1, . . . , an) =
mTV −1

C
(5)
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Where C is the normalized vector given in Eq.(6).

C =
√

(mTV −1V −1m),m ∈ (m1, . . . ,mn)T (6)

4.2 Outlier Detection

In this section, to detect outliers among normal
data, two steps are used. In Step 1, the outlier score
is calculated. In Step 2, an outlier selection is per-
formed.

4.2.1  Outlier Score Calculation

By using the local distribution of its k-NN, the
current object was forcibly repositioned to the denser
mean probability area. The length of the object's
movement was computed as a piece of outlier ev-
idence. To calculate the outlier score, instead of
depending on only clustering or classi�cation tech-
niques, the distance between mapped instances and
original data was used. The farther an instance was
moved, the stronger the outlier score obtained. The
distance between the objects can be calculated with
Eq. (7).

d(Xi, Xmap(i)) =
∑dn

i=1

∣∣Xi −Xmap(i)

∣∣ (7)

Let d(Xi, Xmap(i)) be the distance between the orig-
inal data and the mapped instance. Xi is data from
the original set and Xmap(i)is data from the mapped
instance.

The mapped data contains more information from
the data. In the case of a large number of outliers
among the normal class, for more robustness, the vari-
ant of the distance set is used as an extended refer-
ence set for outlier score calculation. Thus, the outlier
score can be computed by Eq.(8).

S =
∑n

i=1

∣∣Xi −Xmap(i)

∣∣+

∑
(Xi − µ)2

n− 1
(8)

Let S be an outlier score. Xi is data from the original
set and Xmap(i) is data from the mapped instance. µ
is the mean of the k-NN sets. The score is used in the
outlier selection step. The steps for score calculation
are:

step 1: Find the k-nearest neighbor for each
instance for local variant calculation.

step 2: Compute the outlier score using Eq. (8)
step 3: Repeat until reaching the end of the

dataset.

The distance between mapped points and original
data points as depicted in Fig. 9 was used in outlier
score calculation. Then, those scores were used in the
outlier selection step.

Fig.9: Example of distance acquisition between
mapped data and original data.

The scores from benchmark datasets, Stamp (Fig.
10 (a)), Pima (Fig.10 (b)), Arrh (Fig.10 (c)), and
Parkinson (Fig.10 (d)) are illustrated in Fig. 10.

Fig.10: Visualization of outlier score calculation.

4.2.2  Outlier Selection

To select outliers from the entire dataset, Yang et.
al. [12] proposed a procedure to designate the Top-N
outlier score. The number of chosen points can be
determined using Eq. (9).

Topn =

⌊
1

2
(RoutN)

⌋
, T opn ∈ I+ (9)

Topn is the number of Top-N outlier scores. Rout
is an outlier ratio or percentage of the datasets.
N is the number of entire instances. For exam-
ple, the Parkinson dataset contains 75.4% outliers.
The Top-N of Parkinson dataset can be calculated by
1
2 (0.75)(195) ≈ 73 points as shown in Table 1.

Table 1: Top-N Selection Results.

Dataset Instances Top-N
CWC 2533 50
Stamps 340 19
Arrhythmia 450 36
Pima 768 138
Parkinson 195 73
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In Fig.11, Parkinson outlier Scores are shown. The
red dots and blue dots are likely outliers and normal
data respectively. In this step, the calculated out-
lier scores without sorting are shown in Fig. 11 (a).
In order to select outlier candidates with the Top-N
approach, the outlier scores must be sorted in de-
scending order as shown in Fig. 11 (b). The outlier
selection steps are:

step 1: Calculate Top-N for selecting outlier can-
didates using Eq. (9)

step 2: Sort the data points with outlier scores
in descending order as shown in Fig.11
(b)

step 3: Select the �rst Top-N data points (from
step 1) for outlier candidate selection.

Fig.11: Visualization of Parkinson Outlier Scores.

The procedure of the Probabilistic Mapped Mean-
Shift Outlier Detection (PMMS) process is sum-
marised in Algorithm 1.

Algorithm 1 Probabilistic-Mapping Mean-Shift {PMMS(X, k, i)}
Input: Dataset X, Nearest Neighbor k, Iteration i
Output: Mapped Dataset Xmap, Outlier Score S

1: REPEAT i TIMES:
2: FOR Xi ∈ X:
3: Knn ← kNN(Xi),Knn ∈ X Find k-nearest neighbors of Xi

4: COMPUTE the probabilistic distribution of Knn

5: ai ← COMPUTE lower boundary of Knn

6: bi ← COMPUTE upper boundary of Knn

7: σi ← COMPUTE Standard Deviation of Knn

8: µi ← COMPUTE Mean of Knn

9: COMPUTE Truncated Gaussian Distribution
10: FOR kj ∈ Knn :

11: Pi(kj ;µi, σi, ai, bi) = 1
σi

φ
(
kj−µi
σ

)
Φ
(
bi−µi
σi

)
Φ
(
ai−µi
σi

)
12: Xmap ← Pi REPOSITION Xi WITH Pi
13: COMPUTE Outlier Score
14: FOR Xi ∈ X :
15: Knn ← kNN(Xi),Knn ∈ X Find k-nearest neighbors of Xi

16: Si ←
∑n
i=1 |Xi −Xmap(i)|+

∑
(Xi−µ)2

n−1 , Xmap(i) ∈ Xmap, Xi ∈ X

5. EXPERIMENTAL RESULTS AND DIS-
CUSSION

In this section, the dataset used in this experiment
and a performance evaluation of the proposed meth-
ods are described.

5.1 Dataset

The proposed approach was tested on four public
benchmark datasets and a real-world children's well-
ness clinic dataset.

5.1.1  Public Datasets

The proposed method was tested against the pub-
lic datasets Stamp, Arrhythmia, Pima, and Parkin-
son as performed in Yang et. al. [12]. Those public
datasets (Stamps, Arrh, Pima, and Parkinson) have
outlier ratios of 9.1%, 15%, 34.9%, and 75.4%, respec-
tively as shown in Table 2. The detection accuracy,
as shown in Table 3, obtained from the existing meth-
ods is 89%, 73%, 74%, and 68%, respectively. These
accuracy rates left room for improvement.

5.1.2  Children's Wellness Clinic dataset (CWC)

The real-world dataset was provided from Chil-
dren's Wellness Clinic of Burapha University Hospi-
tal. It consists of 2533 instances with 9 dimensions.
The outliers were labelled as 4% of entire dataset.

Table 2: Benchmark and Real World dataset de-
scription.

Dataset Instances Dimension Outlier(%)
CWC 2533 9 4
Stamps 340 9 9.10
Arrhythmia 450 259 15.8
Pima 768 8 34.9
Parkinson 195 22 75.4

5.2 Experimental Results

The experimental results revealed in Table 3 indi-
cate that these results address the �rst research issue
concerning how the large dataset e�ects detection of
outliers. For the second issue, the experimental re-
sults show that adding additional parameters helps
improve the detection performance. That is, the pro-
posed method with adjusted parameters outperforms
the existing methods. In the performance evaluation,
the accuracy is obtained with the confusion matrix
measurement in Eq. (10).

Acc =
TP

TP + FP
(10)

Let TP be the number of True positive cases (num-
ber of outliers were selected in Top-N method). FP
is the number of False Negative cases (number of nor-
mal points were selected in Top-N method). The re-
sult shows the proposed method obtained 0.94, 0.80,
0.75, 0.72 accuracies in benchmark datasets, consists
of Stamps, Arrhythmia, Pima, and Parkinson, respec-
tively as shown in Table 3 and Fig. 12.
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Table 3: BResults of the proposed method com-
pared with the existing methods for detecting anoma-
lous data.

CWC. Average
Dataset (4%) Stamps Arrh Pima Parkinson
((Outliers) (9.1%) (15%) (34.9%) (75.4%)
PMMS
(proposed) 0.93 0.94 0.80 0.75 0.72 0.80
DOD+ 0.91 0.89 0.73 0.71 0.63 0.74
MOD+ 0.89 0.91 0.72 0.73 0.66 0.76
DOD 0.92 0.81 0.73 0.68 0.68 0.73
MOD 0.92 0.78 0.74 0.65 0.60 0.69
LOF - 0.53 0.73 0.60 0.56 0.61
ODIN - 0.58 0.70 0.56 0.45 0.57
NC - 0.50 0.60 0.52 0.46 0.52
KNN - 0.89 0.74 0.72 0.54 0.72
ABOD - 0.81 0.72 0.70 0.64 0.72

Fig.12: Performance Comparation.

Likewise, the proposed method also outperforms
the existing methods for the real world dataset Chil-
dren's Wellness Clinic with an accuracy rate of 0.93.
However, the proposed method needs to be improved
further to reach higher accuracy in large datasets and
datasets containing a large amount of outlier data.

5.3 Discussion

Although the proposed method outperforms the
others (see Table 3), the accuracy is inverse to the
outlier percentage as shown in Fig. 13. In the other
words, the accuracy of the proposed approach tends
to be lower in cases with a larger percentage of out-
liers. For the Parkinson dataset, which contains 75%
outliers, the proposed approach obtains the lowest ac-
curacy rate. To eliminate this weakness, an improved
probability model and better outlier selection meth-
ods need to be found.

Fig.13: Relationship between proposed method and
percentage of outliers.

In addition, not only the datasets having high per-
centages of outliers decrease the accuracy, but the
datasets having imbalanced class members do also.
The latter case is shown in Fig. 14. Thus, in the
future work, the detection of outliers for imbalanced
classes will be pursued.

Fig.14: Visualization of fully overlapped problem.

6. CONCLUSION

To enhance machine-learning or data-mining algo-
rithms such as classi�cation and clustering, outlier
data must be eliminated. In this research, the Prob-
abilistic Mapped Mean-Shift Algorithm is proposed
to detect and �lter outlier data in public benchmark
and local hospital children's wellness clinic datasets.
The experiment results indicated that the proposed
method can address the �rst research issue by increas-
ing the distribution of the range. The results also
demonstrated that the proposed method can address
the second issue by increasing the coverage area of
the mapped points obtained in issue 1, so that each
group of mapped points has its own normality. The
normality of shifted instances was evaluated using the
Shapiro-Wilk test. The test result demonstrated that
the normality rate is increased. However, the distri-
bution and the coverage still need to be improved fur-
ther. In addition a wider variety of datasets should
be used to test our method.
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The proposed approach consists of two main
phases: Phase I, Probabilistic Mapping, including
k-NN instance acquisition, data distribution calcu-
lation, and data point reposition, and Phase II: Out-
lier Detection, including outlier score calculation, and
outlier selection. The proposed approach was tested
on benchmark datasets including Stamps, Arrhyth-
mia, Pima, and Parkinson datasets, and also on
a local hospital Children's Wellness Clinic (CWC)
dataset. Experimental results indicated that the pro-
posed algorithm achieves higher accuracy than the
existing algorithms. The accuracy achieved by the
proposed method is 94%, 80%, 75%, 72%, and 93%
respectively. In future work, datasets with fully over-
lapped and imbalanced classes, as shown in Fig. 14,
will be taken into consideration.
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