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Vector Stochastic Di�erential Equation Based 
Stochastic Analysis of Transformer

Rawid Banchuin1 and Roungsan Chaisricharoen2 

ABSTRACT: Previously, the stochastic behaviors of transformer were analyzed
by using the stochastic di�erential equation approach. Unfortunately, only noise in
the voltage source applied to the transformer, were taken into account. Therefore
improved analysis has been performed in this work by also consider the formerly
ignored random variations in elements/parameters of transformer. The resulting
vector stochastic di�erential equations have been solved in Ito's sense. The Euler-
Maruyama scheme has been adopted for determining the numerical solutions and
the con�dence intervals for means of stochastic currents have been used for veri�ca-
tion. The stochastic properties of the transformer's electrical quantities have been
studied and the in�uences of noise in the voltage source and random variations
in elements/parameters of transformers have been analyzed. We have found that
noise in the voltage source and random variations in the elements/parameters of
the transformer respectively contribute high and low frequency �uctuations where
the e�ects of variations in the elements/parameters are greater than that of noise
in the voltage source.
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1. INTRODUCTION

The stochastic di�erential equation (SDE) is ap-
plicable in various scienti�c areas such as chemistry,
physics, mathematical biology and engineering �elds
when stochastic e�ects are to be considered [1]-[3].
In electrical and electronic engineering, the SDE cov-
ers various stochastic variations which occur in the
systems as can be seen from many previous research
[4]-[7]. Many previous studies have focused on the
e�ects of stochastic variations in conventional pas-
sive electrical circuits which are uncoupled [8]-[13].
A transformer which is a coupled device, can be
found in many electronic and electrical systems in-
cluding those based on the up to date low voltage/low
power VLSI technology [14]-[18]. In those system,
for the transformers which are of the on-chip mono-
lithic type, stochastic analysis has been performed
in [19]. Unfortunately, merely noise in the voltage
source applied to the transformer has been taken into
account by [19]. In that work, the stochastic e�ects of
random variations in the circuit elements/parameters
of transformer, which also exist and play signi�cant

roles in the statistical/variability aware analysis and
design, have been totally ignored.

Hence, the stochastic behaviors of the transformer
have been analyzed by using an SDE based approach
in our paper by considering both noise in the volt-
age source and such random variations in the cir-
cuit elements/parameters unlike [19]. As a result,
the multidimensional SDEs of the transformer have
been derived. Traditionally, the multidimensional
SDE is often written in vector form and referred
to as the vector SDE. Noise in the voltage source
applied to the transformer has been considered as
white noise, which is a Wiener process. On the other
hand, random variations in the elements/parameters
of the transformer have been considered as color noise
which is an Ornstein-Uhlenbeck process. The result-
ing vector SDEs have been solved analytically and
numerically by using numerical simulation software
in the Ito sense. The Euler-Maruyama scheme has
been adopted for determining the numerical solu-
tions. The con�dence intervals for means of stochas-
tic currents have been compared to the deterministic
results for verifying our SDEs. These deterministic
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results can be obtained from either the SPICE sim-
ulation of transformer circuit with neither noise nor
random variations in circuit elements/parameters, or
the numerical inverse Laplace transformation of the
deterministic s-domain based responses. By using
the obtained analytical and numerical solutions, the
stochastic properties of the transformer’s electrical
quantities have been studied. The influences of noise
in the voltage source and random variations in ele-
ments/parameters of transformers to those electrical
quantities have been analyzed. The causes of high
and low frequency stochastic variations of such elec-
trical quantities in both transient and steady state
have been pointed out.

In the subsequent section, the vector SDEs of
transformers will be formulated, their analytical so-
lutions will be determined, and the stochastic prop-
erties of the transformer’s electrical quantities will
be studied. The SDEs will be numerically solved
in section 3. The influences of noise in the volt-
age source along with the random variations in ele-
ments/parameters of transformers to those electrical
quantities, will be analyzed and the causes of high and
low frequency variations in both transient and steady
state will be pointed out. Further discussion on the
obtained simulation results will be shown in section
4. The conclusion will be drawn in section 5. Since
many stochastic calculus related variables have been
introduced in this work, a table of their notations will
be shown in the appendix for the convenience of those
readers unfamiliar with them.

2. THE VECTOR SDES OF A TRANS-
FORMER, THEIR SOLUTIONS AND
THE STOCHASTIC PROPERTIES OF
THE TRANSFORMER’S ELECTRICAL
QUANTITIES

For simplicity, the deterministic equations of the
transformer and their solutions will be firstly for-
mulated. Later, the vector SDEs will be de-
rived by extending the deterministic equations. Fi-
nally, the solutions of these SDEs, which are inter-
preted in the Ito sense, will be determined. Con-
sider the lossy/imperfectly coupled transformer cir-
cuit model [20] depicted in Fig.1, which is applica-
ble to both up to date monolithic on-chip transform-
ers and classical off-chip transformers. The deter-
ministic voltage-current relationships of the trans-
former can be given by (1) and (2). Noted that
L11(L22), R11(R22), v1(t)(v2(t)), and i1(t)(i2(t)) de-
note the primary(secondary) self inductance, pri-
mary(secondary) self resistance, primary(secondary)
voltage, and primary(secondary) current respectively.
Moreover, R12(M12) and R21(M21) stand for mu-
tual resistance (inductance) from secondary to pri-
mary and vice versa. Note that R12 and R21 cannot
be ignored in the on-chip transformer for accurate
power consumption modeling [21] but they can be

neglected for the off-chip transformer because its mu-
tual impedances are purely inductive [19].

Fig.1: The Transformer’s Circuit Model [20].

v1(t) = L11
di1
dt

+R11i1(t) +M12
di2
dt

+R12i2(t), (1)

v2(t) = L22
di2
dt

+R22i2(t) +M21
di1
dt

+R21i1(t). (2)

For covering the imperfect coupling completely, we
use i2(t) = kn−1i1(t) where k and n respectively de-
note the coupling factor and turn ratio of the trans-
former. As a result, (1) and (2) become [19]

v1(t)=(L11+M12kn
−1)

di1
dt

+(R11+R12kn
−1)i1(t), (3)

v2(t)=(L22+M21k
−1n)

di2
dt

+(R22+R21k
−1n)i2(t). (4)

If v1(t) and v2(t) are known, i1(t) and i2(t) which
are the deterministic solutions can be respectively
obtained as given by (5) and (6) where t0 stands
for the initial time. For the off-chip transformer
which employs lossless coupling and purely induc-
tive mutual impedances, it’s deterministic equations
and solutions can be determined from those of the
on-chip transformer by simply letting k = 1 and
R12 = R21 = 0.

i1(t) = e
−
(
R11+R12kn

−1

L11+M12kn
−1

)
[i1(t0) +

t∫
t0

v1(τ)e

(
R11+R12kn

−1

L11−M12kn
−1

)
L11 +M12kn−1

dτ ], (5)

i2(t) = e
−
(
R22+R21k

−1n

L22+M21k
−1n

)
[i2(t0) +

t∫
t0

v2(τ)e

(
R22+R21k

−1n

L22−M21k
−1n

)
L22 +M21k−1n

dτ ]. (6)

Stochastically, this is not the case because noise in
the voltage source along with random variations in
the transformer circuit elements/parameters must be
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taken into account. By the effects of such noise, v1(t)
and v2(t) become

V1(t) = v1(t) + αζ1(t), (7)

V2(t) = v2(t) + βζ2(t). (8)

Note that V1(t) and V2(t) denote the stochasti-
cally varied primary and secondary voltage. More-
over, ζ1(t) and ζ2(t) are the zero mean white noise
with α and β as their noise intensities. Finally, ζ1(t)
= dW1(t)/dt and ζ2(t) = dW2(t)/dt, where W1(t) and
W2(t) are Wiener processes.

As a result of those random variations on the other
hand, the following stochastically varied circuit ele-
ments/parameters whise effects have been ignored in
[19], have been arisen.

R∗11 = R11 + γ11θ11(t), (9)

R∗12 = R12 + γ12θ12(t), (10)

R∗21 = R21 + γ21θ21(t), (11)

R∗22 = R22 + γ22θ22(t), (12)

L∗11 = L11 + λ11χ11(t), (13)

M∗12 = M12 + λ12χ12(t), (14)

M∗21 = M21 + λ21χ21(t), (15)

L∗22 = L22 + λ22χ22(t), (16)

n∗ = n+ vη(t), (17)

k∗ = k + δκ(t). (18)

Of course, k∗ , R∗12 and R∗21 are not existed in the
off-chip transformer since the coupling and mutual

impedances are lossless. Moreover, θij(t) and χij(t)
(where {i} = {1, 2} and {j} = {1, 2}), η(t) and κ(t)
are the color noises that define the random variations
in elements/parameters of the transformer. We use
the color noise because the mentioned variations are
very slowly changed with respect to time. Note also
that γij , λij , v, and δ are noise intensities of θij(t),
χij(t), η(t)) respectively. Since the color noise can be
mathematically modelled as the Ornstein-Uhlenbeck
process [10], [22], the SDEs of θij(t), χij(t), η(t), and
κ(t) can be given by

dθij(t) = −ρθ,ijθij(t)dt+ σiθ,ijρθ,ijdWij(t), (19)

dχij(t) = −ρχ,ijχij(t)dt+ σiχ,ijρχ,ijdXij(t), (20)

dη(t) = −ρηη(t)dt+ σηρηdN(t), (21)

dκ(t) = −ρκκ(t)dt+ σκρκdN(t). (22)

Wij(t), Xij(t), N(t) and K(t) are Wiener process
with unit variance. Moreover, ρθ,ij , ρχ,ij , ρη, and
ρκ are the speeds of mean reversions of θij(t), χij(t),
η(t), and κ(t). In addition, σθ,ij , σχ,ij , ση, and σκ
stand for the volatilities of θij(t), χij(t), η(t), and κ(t)
normalized with respect to ρθ,ij , ρχ,ij , ρη, and ρκ re-
spectively. From (19)-(22), it can be seen that θij(t),
χij(t), η(t), and κ(t) are normally distributed with
zero mean and variances of 0.5σ2

θ,ijρ
2
θ,ij , 0.5σ2

χ,ijρ
2
χ,ij ,

0.5σ2
ηρ

2
η, and 0.5σ2

κρ
2
κ respectively.

Now, we rearrange (3) and (4) as follows [19]

di1(t) =

(
R11 +R12kn

−1

L11 +M12k1n

)
i1dt+ (L11 +M12kn

−1)−1v1(t)dt, (23)

di2(t) =

(
R22 +R21kn

−1

L22 +M21k1n

)
i2dt+ (L22 +M21kn

−1)−1v2(t)dt. (24)

By taking both noise in voltage source along with
the random variations in circuit elements/parameters
into account, (23) and (24) become

dI1(t) =−

R11 + γ11θ11(t) +
(R12 + γ12θ12(t))(k + δκ(t))

n+ νη(t)

L11 + λ11χ11(t) (M12+λ12χ12(t))(k+δκ(t))
n+νη(t)

 I1(t)dt

+

[
L11 + λ11χ11(t) +

(M12 + λ12χ12(t))(k + δκ(t))

n+ νη(t)

]−1

V1(t)dt

+ α

[
L11 + λ11χ11(t) +

(M12 + λ12χ12(t))(k + δκ(t))

n+ νη(t)

]−1

dW1(t)

, (25)
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dI2(t) =−

R22 + γ22θ22(t) +
(R21 + γ21θ21(t))(k + δκ(t))

n+ νη(t)

L22 + λ22χ22(t) (M21+λ21χ21(t))(k+δκ(t))
n+νη(t)

 I1(t)dt

+

[
L22 + λ22χ22(t) +

(M21 + λ21χ21(t))(k + δκ(t))

n+ νη(t)

]−1

V2(t)dt

+ β

[
L22 + λ22χ22(t) +

(M21 + λ21χ21(t))(k + δκ(t))

n+ νη(t)

]−1

dW2(t)

. (26)

which show that I1(t) and I2(t) are subjected to both
additive noise caused by noise in the voltage source
and multiplicative noise due to random variations in
the transformer’s elements/parameters.

By combining (19)-(22), (25) and (26), the vector
SDEs of the transformer can be finally obtained as
given by (27) and (28) where all vectors, matrices
and their elements can be given by (29)-(44).

dX1(t)[A1(t) + B1(t)]dt+ C1(t)dΩ1(t), (27)

dX2(t)[A2(t) + B2(t)]dt+ C2(t)dΩ2(t). (28)

X1(t) = [θ11(t) θ12(t) χ11(t) χ12(t) η(t) κ(t) I1(t)]T , (29)

A1(t) =



−ρθ,11 0 0 0 0 0 0
0 −ρθ,12 0 0 0 0 0
0 0 −ρχ,11 0 0 0 0
0 0 0 −ρχ,12 0 0 0
0 0 0 0 −ρη 0 0
0 0 0 0 0 −ρκ 0
0 0 0 0 0 0 A1(t)


, (30)

A1(t) = −

R11 + γ11θ11(t) +
(R12 + γ12θ12(t))(k + δκ(t))

n+ νη(t)

L11 + λ11χ11(t) (M12+λ12χ12(t))(k+δκ(t))
n+νη(t)

, (31)

B1(t)[0 0 0 0 0 0 B1(t)]T , (32)

B1(t) =

[
L11 + λ11χ11(t) +

(M12 + λ12χ12(t))(k + δκ(t))

n+ νη(t)

]−1

V1(t), (33)

C1(t) =



−σθ,11ρθ,11 0 0 0 0 0 0
0 −σθ,12ρθ,12 0 0 0 0 0
0 0 −σχ,11ρχ,11 0 0 0 0
0 0 0 −σχ,12ρχ,12 0 0 0
0 0 0 0 −σηρη 0 0
0 0 0 0 0 −σκρκ 0
0 0 0 0 0 0 C1(t)


, (34)

C1(t) = α

[
L11 + λ11χ11(t) +

(M12 + λ12χ12(t))(k + δκ(t))

n+ νη(t)

]−1

, (35)

Ω1(t) = [W11(t) W12(t) X11(t) X12(t) N(t) K(t) W1(t)]
T
, (36)

X2(t) = [θ22(t) θ21(t) χ22(t) χ21(t) η(t) κ(t) I2(t)]
T
, (37)

A2(t) =



−ρθ,22 0 0 0 0 0 0
0 −ρθ,21 0 0 0 0 0
0 0 −ρχ,22 0 0 0 0
0 0 0 −ρχ,21 0 0 0
0 0 0 0 −ρη 0 0
0 0 0 0 0 −ρκ 0
0 0 0 0 0 0 A2(t)


, (38)

A2(t) =−

R22 + γ22θ22(t) +
(R21 + γ21θ21(t))(k + δκ(t))

n+ νη(t)

L22 + λ22χ22(t) (M21+λ21χ21(t))(k+δκ(t))
n+νη(t)

 , (39)

B2(t) = [0 0 0 0 0 0 B2(t)]T , (40)

B2(t) =

[
L22 + λ22χ22(t) +

(M21 + λ21χ21(t))(k + δκ(t))

n+ νη(t)

]−1

V2(t) (41)

C1(t) =



−σθ,22ρθ,22 0 0 0 0 0 0
0 −σθ,21ρθ,21 0 0 0 0 0
0 0 −σχ,22ρχ,22 0 0 0 0
0 0 0 −σχ,21ρχ,21 0 0 0
0 0 0 0 −σηρη 0 0
0 0 0 0 0 −σκρκ 0
0 0 0 0 0 0 C2(t)


, (42)

C2(t) = β

[
L22 + λ22χ22(t) +

(M21 + λ21χ21(t))(k + δκ(t))

n+ νη(t)

]−1

, (43)

Ω2(t) = [W22(t) W21(t) X22(t) X21(t) N(t) K(t) W2(t)]
T
. (44)

By applying the methodology adopted in [9], we
define

Φ1(t, t0) = I +
∞∑
n=1

[

t∫
t0

. . .

t∫
t0

t∫
t0

A1(t1)A1(t2) . . .A1(tndtndtn−1 . . . dt1], (45)

Φ2(t, t0) = I +

∞∑
n=1

[

t∫
t0

. . .

t∫
t0

t∫
t0

A2(t1)A2(t2) . . .A2(tndtndtn−1 . . . dt1], (46)

Note that t0 < tn < tn−1 < . . . < t2 < t1 < t [9].
As a result, the solutions of our vector SDEs can be
respectively obtained as given by (47) and (48) where
the stochastic integrals have been interpreted in the
Ito sense.

X1 = Φ1(t, t0)X1(t0) +

t∫
t0

Φ1(t, τ)B1(τ)dτ +

t∫
t0

Φ1(t, τ)C1(τ)dΩ1(τ), (47)

X2 = Φ2(t, t0)X2(t0) +

t∫
t0

Φ2(t, τ)B2(τ)dτ +

t∫
t0

Φ1(t, τ)C2(τ)dΩ2(τ), (48)
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From X1(t) and X2(t), we have found that I1(t)
and I2(t) which are the interested stochastic electri-
cal quantities of the transformer, can be simply de-
termined as given by (49) and (50) where time de-
pendencies of X1(t) and X2(t) have not been shown
for convenience.

I1(t) = X1[7, 1], (49)

I2(t) = X2[7, 1]. (50)

For the classical off-chip transformer, we have k =
1, R12 = R21 = 0 and

X1(t) = [θ11(t) χ11(t) χ12(t) η(t) I1(t)]T , (51)

A1(t) =


−ρθ,11 0 0 0 0

0 −ρχ,11 0 0 0
0 0 −ρχ,12 0 0
0 0 0 −ρη 0
0 0 0 0 A1(t)

 , (52)

A1(t) = − R11 + γ11θ11(t)

L11 + λ11χ11(t) + (M12 + λ12χ12(t))(n+ κν(t))1
, (53)

B1(t) = [0 0 0 0 B1(t)]T , (54)

B1(t) =

[
L11 + λ11χ11(t) +

M12 + λ12χ12(t)

n+ νη(t)

]−1

V1(t), (55)

C1(t) =


−σθ,11ρθ,11 0 0 0 0

0 −σχ,11ρχ,11 0 0 0
0 0 −σχ,12ρχ,12 0 0
0 0 0 −σηρη 0
0 0 0 0 C1(t)

 , (56)

C1(t) = α

[
L11 + λ11χ11(t) +

M12 + λ12χ12(t)

n+ νη(t)

]−1

, (57)

Ω1(t) = [W11(t) X11(t) X12(t) N(t) W1(t)]T , (58)

X2(t) = [θ22(t) χ22(t) χ21(t) N(t) I2(t)]T , (59)

A2(t) =


−ρθ,22 0 0 0 0

0 −ρχ,22 0 0 0
0 0 −ρχ,21 0 0
0 0 0 −ρη 0
0 0 0 0 A2(t)

 , (60)

A2(t) = − R22 + γ22θ22(t)

L22 + λ22χ22(t) + (M21 + λ21χ21(t))(n+ κν(t))1
, (61)

B2(t) = [0 0 0 0 B2(t)]T , (62)

B2(t) = [L22 + λ22χ22(t) + (M21 + λ21χ21(t))(n+ νη(t))]−1V2(t), (63)

C2(t) =


−σθ,22ρθ,22 0 0 0 0

0 −σχ,22ρχ,22 0 0 0
0 0 −σθ,21ρθ,21 0 0
0 0 0 −σηρη 0
0 0 0 0 C2(t)

 , (64)

C2(t) = β[L22 + λ22χ22(t) + (M21 + λ21χ21(t))(n+ νη(t))]−1, (65)

Ω2(t) =
[
W22(t) X22(t) X21(t) N(t) W2(t)

]T
. (66)

As a result, I1(t) and I2(t) can be respectively ob-
tained from X1(t) and X2(t) which can be solved by
using (45)-(48) and (51)-(66), as follows

I1(t) = X1[5, 1], (67)

I2(t) = X2[5, 1]. (68)

At this point, we will study the stochastic proper-
ties of I1(t) and I2(t). The expectations of I1(t) and
I2(t), called E[I1(t)] and E[I2(t)], are respectively
equal to i1(t) and i2(t) given by (5) and (6) where
k,R12 and R21 = 0 become 1, 0 and 0 respectively
for the classical off-chip transformer. This is because
noise in the voltage source along and the random
variations in elements/parameters have zero means.
According to these time variant expectations, I1(t)
and I2(t) are non-stationary stochastic processes. It
can also be seen that both I1(t) and I2(t) are non-
stochastic processes despite the fact that the causes
of their stochastic variations are. This is because I1(t)
and I2(t) are also subject to the multiplicative color
noise besides the additive white noise as mentioned
above. Now, the correlation between I1(t) and I2(t)
will be analyzed by comparing the cross correlation
function of I1(t) and I2(t) at t1 = t2 = t where t1
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and t2 are arbitrary points on t-axis i.e. RI1,I2 , to
E[I1(t)]E[I2(t)]. Such RI1,I2(t) can be defined as

RI1,I2(t) = E[I1(t)I2(t)]. (69)

In order to determine , the cross correlation matrix
of X1(t) and X2(t) at t1 = t2 = t i.e. Rx1,x2

(t), must
be formulated first. For arbitrary t1 and t2, the cross

correlation matrix of X1(t) and X2(t) can be defined
as

Rx1,x2(t1, t2) = E[X1(t1)XT
2 (t2)]. (70)

As a result, Rx1,x2
of the on-chip transformer can

be given by

Rx1,x2
(t) =



E[θ11(t)θ22(t)] E[θ11(t)θ21(t)] E[θ11(t)χ22(t)] E[θ11(t)χ21(t)] E[θ11(t)η(t)] E[θ11(t)κ(t)] E[θ11(t)I2(t)]
E[θ12(t)θ22(t)] E[θ12(t)θ21(t)] E[θ12(t)χ22(t)] E[θ12(t)χ21(t)] E[θ12(t)η(t)] E[θ12(t)κ(t)] E[θ12(t)I2(t)]
E[χ11(t)θ22(t)] E[χ11θ21(t)] E[χ11θ22(t)] E[χ11(t)χ21(t)] E[χ11(t)η(t)] E[χ11(t)κ(t)] E[χ11(t)I2(t)]
E[χ12(t)θ22(t)] E[χ12θ21(t)] E[χ12χ22(t)] E[χ12χ21(t)] E[χ12(t)η(t)] E[χ12(t)κ(t)] E[χ12(t)I2(t)]
E[η(t)θ22(t)] E[η(t)θ21(t)] E[η(t)χ22(t)] E[η(t)χ21(t)] 0.5σ2

ηρ
2
η E[η(t)κ(t)] E[η(t)I2(t)]

E[κ(t)θ22(t)] E[κ(t)θ21(t)] E[κ(t)χ22(t)] E[κ(t)χ21(t)] E[κ(t)η(t)] 0.5σ2
κρ

2
κ E[κ(t)I2(t)]

E[I1(t)θ22(t)] E[I1(t)θ21(t)] E[I1(t)χ22(t)] E[I1(t)χ21(t)] E[I1(t)η(t)] E[I1(t)κ(t)] E[I1(t)I2(t)]


, (71)

On the other hand, Rx1,x2 of the off-chip transformer can be obtained as follows

Rx1,x2
(t) =


E[θ11(t)θ22(t)] E[θ11(t)χ22(t)] E[θ11(t)χ21(t)] E[θ11(t)η(t)] E[θ11(t)I2(t)]
E[χ11(t)θ22(t)] E[χ11(t)χ22(t)] E[χ11(t)χ21(t)] E[χ11(t)η(t)] E[χ11(t)I2(t)]
E[χ11(t)θ22(t)] E[χ12(t)χ22(t)] E[χ12(t)χ21(t)] E[χ12(t)η(t)] E[χ12(t)I2(t)]
E[η11(t)θ22(t)] E[η(t)χ22(t)] E[η(t)χ21(t)] 0.5σ2

ηρ
2
η E[η(t)I2(t)]

E[I1(t)θ22(t)] E[I1(t)χ22(t)] E[I1(t)χ21(t)] E[I1(t)η(t)] E[I1
1 (t)]− I2(t)

 , (72)

It should be mentioned here that (71) and (72)
have been derived by keeping in mind that both
η(t) and κ(t) employ zero mean. By using (70)-
(72), we have found that RI1,I2(t) = Rx1,x2

[7, 7] and
RI1,I2(t) = Rx1,x2 for the on-chip and off-chip trans-
former respectively. In addition, all expectation op-
erator termed elements of Rx1,x2 can be analytically
given in terms of the correlation coefficients. As an
example, E[θ11(t)θ22(t)] can be found as

E[θ11(t)θ22(t)] = 0.5Pθ11θ22σθ11σθ22ρθ11ρθ22 . (73)

Noted that Pθ11θ22 denotes the correlation coeffi-
cient of θ11(t) and θ22(t). In addition, (73) has been
derived by keeping in mind that θ11(t) and θ22(t) em-
ploy zero means and θ11(t)θ22(t) employs a normal
product distribution [23], as θ11(t) and θ22(t) are nor-
mally distributed.

For both on-chip and off-chip transformers, it has
been found that

RI1,I2 = PI2I2

√
(E[I2

1 (t)]− i21(t))(E[I2
2 (t)]− i22(t)) + i1(t)i2(t). (74)

Note that PI1I2 stands for the correlation coefficient
of I1(t) and I2(t). In addition, (74) has been de-
rived by keeping in mind that E[I1(t)] = i1(t) and
E[I2(t)] = i2(t) which also yields,

E[I1(t)]E[I2(t)] = i1(t)i2(t). (75)

As a result, it can be seen that RI2,I2(t) 6=
E[I1(t)]E[I2(t)], and now I1(t) and I2(t) are stochas-
tically correlated.

Next, let the covariance matrices of X1(t) and
X2(t) be denoted by V1(t) and V2(t) respectively.
These covariance matrices, which can be applied for
determining the variances of its I1(t) and I2(t), can
be defined as

V1(t) = E
[
X1(t)− E[X1(t)](X1(t)− E[X1(t)])T ]

]
, (76)

V2(t) = E
[
X2(t)− E[X2(t)](X2(t)− E[X2(t)])T ]

]
. (77)

As a result, V1(t) and V2(t) of the on-chip trans-
former can be given by
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V1(t) =



0.5σ2
θ11
ρ2
θ11

E[θ11(t)θ12(t)] E[θ11(t)χ11(t)] E[θ11(t)χ12(t)] E[θ11(t)η(t)] E[θ11(t)κ(t)] E[θ11(t)I1(t)]
E[θ11(t)θ12(t)] 0.5σ2

θ12
ρ2
θ12

E[θ12(t)χ11(t)] E[θ12(t)χ12(t)] E[θ12(t)η(t) E[θ12(t)κ(t)] E[θ12(t)I1(t)]
E[θ11(t)χ11(t)] E[θ12χ11(t)] 0.5σ2

χ11
ρ2
χ11

E[χ11(t)χ12(t)] E[χ11(t)η(t)] E[χ11(t)κ(t) E[χ11(t)I1(t)
E[θ11(t)χ12(t)] E[θ12χ12(t)] E[χ11χ12(t)] 0.5σ2

χ12
ρ2
χ12

E[χ12(t)η(t)] E[χ12(t)κ(t)] E[χ12(t)I1(t)]
E[θ11(t)η(t)] E[θ12(t)η(t)] E[χ11(t)η(t)] E[χ12(t)η(t)] 0.5σ2

ηρ
2
η E[η(t)κ(t)] E[η(t)I1(t)]

E[θ11(t)κ(t)] E[θ12(t)κ(t)] E[χ11(t)κ(t)] E[χ12(t)κ(t)] E[κ(t)η(t)] 0.5σ2
κρ

2
κ E[κ(t)I1(t)]

E[θ11(t)I1(t)] E[θ12(t)I1(t)] E[χ11(t)I1(t)] E[χ12(t)I2(t)] E[η(t)I1(t)] E[κ(t)I1(t)] E[I2
1 (t)]− i21(t)


, (78)

V2(t) =



0.5σ2
θ22
ρ2
θ22

E[θ22(t)θ21(t)] E[θ22(t)χ22(t)] E[θ22(t)χ21(t)] E[θ22(t)η(t)] E[θ22(t)κ(t)] E[θ22(t)I2(t)]
E[θ22(t)θ21(t)] 0.5σ2

θ21
ρ2
θ21

E[θ21(t)χ22(t)] E[θ21(t)χ21(t)] E[θ21(t)η(t) E[θ21(t)κ(t)] E[θ21(t)I2(t)]
E[θ22(t)χ11(t)] E[θ21χ22(t)] 0.5σ2

χ22
ρ2
χ22

E[χ22(t)χ21(t)] E[χ22(t)η(t)] E[χ22(t)κ(t) E[χ22(t)I2(t)
E[θ22(t)χ21(t)] E[θ21χ12(t)] E[χ22χ12(t)] 0.5σ2

χ21
ρ21
χ21

E[χ21(t)η(t)] E[χ21(t)κ(t)] E[χ21(t)I2(t)]
E[θ22(t)η(t)] E[θ21(t)η(t)] E[χ11(t)η(t)] E[χ21(t)η(t)] 0.5σ2

ηρ
2
η E[η(t)κ(t)] E[η(t)I2(t)]

E[θ22(t)κ(t)] E[θ21(t)κ(t)] E[χ11(t)κ(t)] E[χ21(t)κ(t)] E[κ(t)η(t)] 0.5σ2
κρ

2
κ E[κ(t)I2(t)]

E[θ22(t)I2(t)] E[θ21(t)I1(t)] E[χ22(t)I2(t)] E[χ21(t)I2(t)] E[η(t)I2(t)] E[κ(t)I2(t)] E[I2
1 (t)]− i22(t)


. (79)

Since the variance of any random variable can be
given by its mean square subtracted by the square
of its mean, the variances of I1(t) and I2(t) of the
on-chip transformer are respectively equal to V1[7, 7]

and V2[7, 7].
For the off-chip transformer on the other hand, we

have

V1(t) =


0.5σ2

θ11
ρ2
θ11

E[θ11(t)χ11(t)] E[θ11(t)χ12(t)] E[θ11(t)η(t)] E[θ11(t)I1(t)]
E[θ11(t)χ11(t)] 0.5σ2

χ11
ρ2
χ11

E[χ11(t)χ12(t)] E[χ11(t)η(t)] E[χ11(t)I1(t)]
E[θ11(t)χ12(t)] E[χ11(t)χ12(t)] 0.5σ2

χ12
ρ2
χ12

E[χ12(t)η(t)] E[χ12(t)I1(t)]
E[θ11(t)η(t)] E[χ11(t)η(t)] E[χ12(t)η(t)] 0.5σ2ρ2

η E[η(t)I1(t)]
E[θ11(t)I1(t)] E[χ11(t)I1(t)] E[χ12(t)I1(t)] E[η(t)I1(t)] E[I2

1 (t)]− i21(t)

 , (80)

V2(t) =


0.5σ2

θ22
ρ2
θ22

E[θ22(t)χ22(t)] E[θ22(t)χ21(t)] E[θ22(t)η(t)] E[θ22(t)I2(t)]
E[θ22(t)χ22(t)] 0.5σ2

χ22
ρ2
χ22

E[χ22(t)χ21(t)] E[χ22(t)η(t)] E[χ22(t)I1(t)]
E[θ22(t)χ21(t)] E[χ22(t)χ21(t)] 0.5σ2

χ12
ρ2
χ12

E[χ21(t)η(t)] E[χ21(t)I1(t)]
E[θ22(t)η(t)] E[χ22(t)η(t)] E[χ22(t)η(t)] 0.5σ2ρ2

η E[η(t)I2(t)]
E[θ22(t)I2(t)] E[χ22(t)I2(t)] E[χ22(t)I2(t)] E[η(t)I2(t)] E[I2

2 (t)]− i22(t)

 , (81)

Thus the variances of its I1(t) and I2(t) can be
respectively given by V1[5, 5] and V2[5, 5].

Before we proceed further, the second moment ma-
trices of X1(t) and X2(t) i.e. P1(t) and P2(t), which
can be applied for determining the second moments
of I1(t) and I2(t), will be derived. These second mo-
ment matrices can be defined as

P1(t) = V1(t) + E[X1(t)]E[XT
1 (t)]. (82)

P2(t) = V2(t) + E[X2(t)]E[XT
2 (t)]. (83)

For the on-chip transformer, we have

E[X1(t)] =
[

0 0 0 0 0 0 i1(t)
]T
, (84)

E[X2(t)] =
[

0 0 0 0 0 0 i2(t)
]T
. (85)

For the off-chip device, it can be seen that

E[X1(t)] =
[

0 0 0 0 i1(t)
]T
, (86)

E[X2(t)] =
[

0 0 0 0 i2(t)
]T
. (87)

As a result, P1(t) and P2(t) of the for the on-chip
transformer can be given by (88) and (89), thus the
second moment of I1(t) and I2(t) of the on-chip trans-
former are respectively equal to P1[7, 7] and P2[7, 7].
In addition, P1(t) and P2(t) of the off-chip trans-
former can be given by (90) and (91) therefore the
second moment of I1(t) and I2(t) of the off-chip trans-
former are respectively equal to P1[5, 5] and P2[5, 5].
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P1(t) =



0.5σ2
θ11
ρ2
θ11

E[θ11(t)θ12(t)] E[θ11(t)χ11(t)] E[θ11(t)χ12(t)] E[θ11(t)η(t)] E[θ11(t)κ(t)] E[θ11(t)I1(t)]
E[θ11(t)θ12(t)] 0.5σ2

θ12
ρ2
θ12

E[θ12(t)χ11(t)] E[θ12(t)χ12(t)] E[θ12(t)η(t) E[θ12(t)κ(t)] E[θ12(t)I1(t)]
E[θ11(t)χ11(t)] E[θ12χ11(t)] 0.5σ2

χ11
ρ2
χ11

E[χ11(t)χ12(t)] E[χ11(t)η(t)] E[χ11(t)κ(t) E[χ11(t)I1(t)
E[θ11(t)χ12(t)] E[θ12χ12(t)] E[χ11χ12(t)] 0.5σ2

χ12
ρ2
χ12

E[χ12(t)η(t)] E[χ12(t)κ(t)] E[χ12(t)I1(t)]
E[θ11(t)η(t)] E[θ12(t)η(t)] E[χ11(t)η(t)] E[χ12(t)η(t)] 0.5σ2

ηρ
2
η E[η(t)κ(t)] E[η(t)I1(t)]

E[θ11(t)κ(t)] E[θ12(t)κ(t)] E[χ11(t)κ(t)] E[χ12(t)κ(t)] E[κ(t)η(t)] 0.5σ2
κρ

2
κ E[κ(t)I1(t)]

E[θ11(t)I1(t)] E[θ12(t)I1(t)] E[χ11(t)I1(t)] E[χ12(t)I2(t)] E[η(t)I1(t)] E[κ(t)I1(t)] E[I2
1 (t)]


, (88)

P2(t) =



0.5σ2
θ22
ρ2
θ22

E[θ22(t)θ21(t)] E[θ22(t)χ22(t)] E[θ22(t)χ21(t)] E[θ22(t)η(t)] E[θ22(t)κ(t)] E[θ22(t)I2(t)]
E[θ22(t)θ21(t)] 0.5σ2

θ21
ρ2
θ21

E[θ21(t)χ22(t)] E[θ21(t)χ21(t)] E[θ21(t)η(t) E[θ21(t)κ(t)] E[θ21(t)I2(t)]
E[θ22(t)χ11(t)] E[θ21χ22(t)] 0.5σ2

χ22
ρ2
χ22

E[χ22(t)χ21(t)] E[χ22(t)η(t)] E[χ22(t)κ(t) E[χ22(t)I2(t)
E[θ22(t)χ21(t)] E[θ21χ12(t)] E[χ22χ12(t)] 0.5σ2

χ21
ρ21
χ21

E[χ21(t)η(t)] E[χ21(t)κ(t)] E[χ21(t)I2(t)]
E[θ22(t)η(t)] E[θ21(t)η(t)] E[χ11(t)η(t)] E[χ21(t)η(t)] 0.5σ2

ηρ
2
η E[η(t)κ(t)] E[η(t)I2(t)]

E[θ22(t)κ(t)] E[θ21(t)κ(t)] E[χ11(t)κ(t)] E[χ21(t)κ(t)] E[κ(t)η(t)] 0.5σ2
κρ

2
κ E[κ(t)I2(t)]

E[θ22(t)I2(t)] E[θ21(t)I1(t)] E[χ22(t)I2(t)] E[χ21(t)I2(t)] E[η(t)I2(t)] E[κ(t)I2(t)] E[I2
1 (t)]


, (89)

P1(t) =


0.5σ2

θ11
ρ2
θ11

E[θ11(t)χ11(t)] E[θ11(t)χ12(t)] E[θ11(t)η(t)] E[θ11(t)I1(t)]
E[θ11(t)χ11(t)] 0.5σ2

χ11
ρ2
χ11

E[χ11(t)χ12(t)] E[χ11(t)η(t)] E[χ11(t)I1(t)]
E[θ11(t)χ12(t)] E[χ11(t)χ12(t)] 0.5σ2

χ12
ρ2
χ12

E[χ12(t)η(t)] E[χ12(t)I1(t)]
E[θ11(t)η(t)] E[χ11(t)η(t)] E[χ12(t)η(t)] 0.5σ2ρ2

η E[η(t)I1(t)]
E[θ11(t)I1(t)] E[χ11(t)I1(t)] E[χ12(t)I1(t)] E[η(t)I1(t)] E[I2

1 (t)]

 , (90)

P2(t) =


0.5σ2

θ22
ρ2
θ22

E[θ22(t)χ22(t)] E[θ22(t)χ21(t)] E[θ22(t)η(t)] E[θ22(t)I2(t)]
E[θ22(t)χ22(t)] 0.5σ2

χ22
ρ2
χ22

E[χ22(t)χ21(t)] E[χ22(t)η(t)] E[χ22(t)I1(t)]
E[θ22(t)χ21(t)] E[χ22(t)χ21(t)] 0.5σ2

χ12
ρ2
χ12

E[χ21(t)η(t)] E[χ21(t)I1(t)]
E[θ22(t)η(t)] E[χ22(t)η(t)] E[χ22(t)η(t)] 0.5σ2ρ2

η E[η(t)I2(t)]
E[θ22(t)I2(t)] E[χ22(t)I2(t)] E[χ22(t)I2(t)] E[η(t)I2(t)] E[I2

2 (t)]

 , (91)

3. THE NUMERICAL SOLUTIONS AND
THE INFLUENCES OF NOISE AND
VARIATIONS IN THE TRANSFORMER’S
CIRCUIT ELEMENTS/PARAMETERS

In order to solve the above vector SDEs nu-
merically, the often cited Euler-Maruyama scheme
with strong order of convergence given by 0.5
has been used. The Euler-Maruyama approxima-
tion of a general vector SDE given by (92) where
X(t), f(t,X(t)), g(t,X(t)) and W (t) denote the ar-
bitrary stochastic vector, drift term, diffusion term
and a vector of Wiener processes respectively, can be
given by (93), where tn stands for an arbitrary nth
instant within a time interval in which X(t) is a valid
solution of (92) with X(t0) as the initial random vec-
tor.

dX(t) = f(t,X(t))dt+ g(t,X(t)dW (t), (92)

X(tn+1) = X(tn) + f(tn,X(tn))(tn+1 − tn) + g(tn,X(tn))[W (tn+1)−W (tn)]. (93)

Similarly to [19], both step up and step down
transformers, which have n > 1 and n < 1 respec-
tively, have been considered. The step up transformer

with n = 2 will be considered first followed by the step
down one with n = 1/2, where k = 0.9 has been as-
sumed for both transformers. Moreover, we let α = β
= γ11 = γ12 = γ21 = γ22 = λ11 = λ12 = λ21 = λ22 =
ν = δ = 1/7, σθ,11, ρθ,11 = σθ,12, ρθ,12 = σθ,21, ρθ,21 =
σθ,22, ρθ,22 = σχ,11, ρχ,11 = σχ,12, ρχ,12 = σχ,21, ρχ,21

= σχ,22, ρχ,22 = σηρη = σκρκ= 2. These equalities
among noise and random variation sources have been
assumed for ceteris paribus as their influences to I1(t)
and I2(t) will be comparatively analyzed. We also let
I1(0) = I2(0) = 0 A.

Now, consider the step up transformer. By apply-
ing a step function which is mathematically equiv-
alent to the DC voltage, as v1(t) thus yields v2(t)
as a step function, 200 realizations of I1(t) and I2(t)
obtained from the numerical solutions of our vector
SDEs can be simulated as shown in Figs.2 and 3.
Note that units of the current and t in these and fol-
lowing figures are respectively A and s. If v1(t) is a
sinusoidal function, which is mathematically equiv-
alent to the AC voltage, v2(t) is also a sinusoidal
function, and 200 realizations of I1(t) and I2(t) can
be simulated as depicted in Figs.4 and 5. Similar
results for the step down transformer can be simu-
lated as depicted in Figs. 6-9. In Figs.2-9, the confi-
dence intervals for means of I1(t) and I2(t) and i1(t)
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and i2(t) which are the deterministic counterparts
of both stochastic currents, have also been included.
The means of I1(t) and I2(t) have been computed
as if I1(t) and I2(t) are subjected only to additive
noise despite the fact that they are also subjected to
the multiplicative noise as stated above by applying
the central limit theorem [24]. In addition, i1(t) and
i2(t) can be obtained by applying the numerical in-
verse Laplace transform to the deterministic results
obtained from the s-domain transformer model [25].
By following [10], the strong agreements between the
confidence intervals and deterministic responses ver-
ify our vector SDEs.

At this point, the stochastic effect of noise in the
voltage source and the random variations in n, k and
primary/secondary elements will be studied. The
step up transformer will be analyzed first. After let-
ting all noise intensities but α and β be temporarily
zero (thus only noise in the voltage source has been
taken into account) and applying a step function as
v1(t), 200 realizations of I1(t) and I2(t) of the step
up transformer in this scenario can be simulated as
depicted in Figs.10 and 11, which reveal that noise
in the voltage source contributes the high frequency
fluctuations in I1(t) and I2(t). Such high frequency
fluctuations can be seen even in the early parts of the
transient states. Now, consider only the effect of ran-
dom variation in n by temporarily letting only ν be
nonzero and applying a step function as v1(t). Here,
200 realizations of I1(t) and I2(t) can be simulated
as depicted in Figs.12 and 13. For studying the effect
of random variation in k, we temporarily let only δ
be nonzero and apply a step function as v1(t). As a
result, 200 realizations of I1(t) and I2(t) of the step
up transformer in this case can be simulated as de-
picted in Figs.14 and 15. It can be seen from these
figures that both random variations in n and k con-
tribute the low frequency fluctuations in I1(t) and
I2(t), which can also be seen in their transient states.
These low frequency fluctuations employ greater mag-
nitudes than the high frequency fluctuations caused
by noise in the voltage source. For the classical off-
chip transformer which has lossless coupling, there
is neither k nor its variation, so the related current
fluctuations do not exist.

Now, the effects of random variations in the pri-
mary resistive elements will be studied. Of course,
only I1(t) will be effected by these variations. With
only the variation in R11 being taken into account by
temporarily letting only γ11 be nonzero and applying
a step function as v1(t), 200 realizations of I1(t) can
be simulated as depicted in Fig.16. In order to study
the effect of variation in R12, we temporarily let all in-
tensities but γ12 be zero. As a result, 200 realizations
of I1(t) can be simulated as depicted in Fig.17. These
figures show that the random variations in both pri-
mary resistive elements contribute the low frequency
fluctuation in I1(t). This low frequency fluctuation

can be obviously seen in the steady state and has a
larger magnitude than the high frequency fluctuation
caused by noise in the voltage source. However, for
the off-chip transformer, the random variation in R11

has been found to be the only resistive variation that
causes the low frequency fluctuation in I1(t). This
is because there is neither R12 nor its variation, as
the mutual impedances of the off-chip transformer are
purely inductive.

Next, we analyze the stochastic effects of random
variations in the primary inductive elements. Sim-
ilarly to the variations in the primary resistive ele-
ments, random variations in the primary inductive
elements affect I1(t) only. With only random varia-
tion in L11 being taken into account by temporarily
letting only λ11 be nonzero and applying a step func-
tion as v1(t), 200 realizations of I1(t) can be simu-
lated as depicted in Fig.18. In order to study the
effect of variation in M12, we temporarily let all in-
tensities but λ12 be zero. As a result, 200 realizations
of I1(t) can be simulated as depicted in Fig.19. Both
figures show that the variations in both primary in-
ductive elements also contribute the low frequency
fluctuation in I1(t). However, this fluctuation can be
obviously seen in the transient. In addition, the fluc-
tuation due to the random variation in L11 has been
found to be of greater magnitude than that caused
by the variation in M12.

The effects of random variations in the secondary
resistive elements will be now considered. Of course,
these variations affect I2(t) only. With only the ran-
dom variation in R22 being taken into account by
temporarily letting only γ22 be nonzero and apply-
ing a step function as v1(t), 200 realizations of I2(t)
can be simulated as depicted in Fig.20. For studying
the effect of variation in R21 on the other hand, we
temporarily let all noise intensities but γ21 be zero
then 200 realizations of I2(t) can be simulated as de-
picted Fig.21. These figures show that the random
variations in the secondary resistive elements con-
tribute the low frequency fluctuation in I2(t), which
can be obviously seen in the steady state. This low
frequency fluctuation has a larger magnitude than the
high frequency fluctuation caused by noise in the volt-
age source. However, for the classical off-chip trans-
former, the random variation in R22 has been found
to be the only resistive variation that causes the low
frequency fluctuation in I2(t). This is because there
is neither R21 nor its random variation, as the mu-
tual impedances of the off-chip transformer are purely
inductive.

As the last study on the step up transformer, we
study the effects of random variations in the sec-
ondary inductive elements where only I2(t) is affected
by these variations. With only the random variation
in L22 being considered by temporarily letting only
λ22 be nonzero, 200 realizations of I2(t) can be sim-
ulated as depicted in Fig.22. For considering the ef-



Vector Stochastic Differential Equation Based Stochastic Analysis of Transformer 91

Fig.2: 200 Realizations of I1(t)(A) of Step Up Transformer, The Confidence Interval for Its Mean (Shade
Area) and i1(t)(A) vs. t (s): v1(t) As A Step Function

Fig.3: 200 Realizations of I2(t)(A)of Step Up Transformer, The Confidence Interval for Its Mean (Shade
Area) and i2(t) (A) vs. t (s): v1(t) As A Step Function

fect of variation in M21, we temporarily let all noise
intensities except λ21 be zero. As a result, 200 real-
izations of I2(t) can be simulated as depicted Fig.23.
Both figures reveal that the random variations in both
secondary inductive elements contribute the low fre-
quency fluctuation in I2(t), which can be obviously
seen in the transient. In addition, the fluctuation
caused by the random variation in M21 has been
found to be of greater magnitude than the fluctua-
tion due to the variation in L22.

For the stochastic analysis of the step down trans-
former, its stochastically varied I1(t) and I2(t) in-

duced by noise in the voltage source, random varia-
tion in n and that in k can be simulated as depicted
in Figs.24-29. The stochastically varied I1(t) induced
by random variation in the primary elements have
been simulated as depicted in Figs.30-33. Those of
the stochastically varied I2(t) due to random varia-
tion in the secondary elements have been simulated
as displayed in Figs.34-37. From these figures, it can
be seen that almost all stochastic behaviors of the
step down transformer are similar to those of the step
up transformer, except that the low frequency fluc-
tuation in I2(t) due to the random variation in L22
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Fig.4: 200 Realizations of I1(t)(A) of Step Up Transformer, The Confidence Interval for Its Mean (Shade
Area) and i1(t) (A) vs. t (s): v1(t) As A Sinusoidal Function

Fig.5: 200 Realizations of I2(t) (A) of Step Up Transformer, The Confidence Interval for Its Mean (Shade
Area) and i2(t) (A) vs. t (s): v1(t) As A Sinusoidal Function

Fig.6: 200 Realizations of I1(t)(A)of Step Down Transformer, The Confidence Interval for Its Mean (Shade
Area) and i1(t)(A) vs. t (s): v1(t) As A Step Function
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Fig.7: 200 Realizations of I2(t) (A) of Step Down Transformer, The Confidence Interval for Its Mean (Shade
Area) and i2(t) (A) vs. t (s): v1(t) As A Step Function

Fig.8: 200 Realizations of I1(t) (A) of Step Down Transformer, The Confidence Interval for Its Mean (Shade
Area) and i1(t) (A) vs. t (s): v1(t) As A Sinusoidal Function

Fig.9: 200 Realizations of I2(t) (A) of Step Down Transformer, The Confidence Interval for Its Mean (Shade
Area) and i2(t) (A) vs. t (s): v1(t) As A Sinusoidal Function
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Fig.10: 200 Realizations of I1(t) (A) of Step Up Transformer Due to Noise in The Voltage Source vs. t (s):
v1(t) As A Step Function

Fig.11: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Noise in The Voltage Source vs. t (s):
v1(t) As A Step Function

Fig.12: 200 Realizations of I1(t) (A) of Step Up Transformer Due to Random Variation in n vs. t (s): v1(t)
As A Step Function
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Fig.13: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in n vs. t (s): v1(t)
As A Step Function

Fig.14: 200 Realizations of I1(t) (A) of Step Up Transformer Due to Random Variation in k vs. t (s): v1(t)
As A Step Function

Fig.15: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in k vs. t (s): v1(t)
As A Step Function
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Fig.16: 200 Realizations of I1(t)(A) of Step Up Transformer Due to Random Variation in R11 vs. t (s):
v1(t) As A Step Function

Fig.17: 200 Realizations of I1(t)(A) of Step Up Transformer Due to Random Variation in R12 vs. t (s):
v1(t) As A Step Function

Fig.18: 200 Realizations of I1(t) (A) of Step Up Transformer Due to Random Variation in L11 vs. t (s):
v1(t) As A Step Function
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Fig.19: 200 Realizations of I1(t) (A) of Step Up Transformer Due to Random Variation in M12 vs. t (s):
v1(t) As A Step Function

Fig.20: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in R22 vs. t (s):
v1(t) As A Step Function

Fig.21: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in R21 vs. t (s):
v1(t) As A Step Function
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Fig.22: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in L22 vs. t (s):
v1(t) As A Step Function

Fig.23: 200 Realizations of I2(t) (A) of Step Up Transformer Due to Random Variation in M21 vs. t (s):
v1(t) As A Step Function

Fig.24: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Noise in The Voltage Source vs. t
(s): v1(t) As A Step Function



Vector Stochastic Differential Equation Based Stochastic Analysis of Transformer 99

Fig.25: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Noise in The Voltage Source vs. t
(s): v1(t) As A Step Function

Fig.26: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in n vs. t (s):
v1(t) As A Step Function

Fig.27: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in n vs. t (s):
v1(t) As A Step Function
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Fig.28: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in k vs. t (s):
v1(t) As A Step Function

Fig.29: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in k vs. t (s):
v1(t) As A Step Function

Fig.30: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in R11 vs. t (s):
v1(t) As A Step Function
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Fig.31: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in R12 vs. t (s):
v1(t) As A Step Function

Fig.32: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in L11 vs. t (s):
v1(t) As A Step Function

Fig.33: 200 Realizations of I1(t) (A) of Step Down Transformer Due to Random Variation in M12 vs. t
(s): v1(t) As A Step Function
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Fig.34: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in R22 vs. t (s):
V1(t) As A Step Function

Fig.35: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in R21 vs. t (s):
v1(t) As A Step Function

Fig.36: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in L22 vs. t (s):
v1(t) As A Step Function
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Fig.37: 200 Realizations of I2(t) (A) of Step Down Transformer Due to Random Variation in M21 vs. t
(s): v1(t) As A Step Function

caused by the random variation in M21. Similarly to
the case of step up transformer, the step down off-chip
transformer which employs lossless coupling and mu-
tual impedance, has no current fluctuations induced
by variation in k as there is no such variation. More-
over, the random variations in self resistive elements
have been found to be the only resistive sources of
low frequency fluctuations in the currents.

4. FURTHER DISCUSSION

In summary, it has been shown in section 3 that
noise in the voltage source and random variations
in the parameters/elements of the transformer re-
spectively contribute the high frequency and low fre-
quency fluctuations in I1(t) and I2(t). This is because
the variation of such noise changes very fast, but the
variations of those elements/parameters change very
slowly with respected to time. Moreover, it can be
seen that the effect of random variations in the ele-
ments/parameters to the transformer’s performance
is greater than that of noise in the voltage source.
This is because the low frequency stochastic fluctua-
tions in I1(t) and I2(t) caused by those random vari-
ations have larger magnitudes than those high fre-
quency fluctuations caused by such noise. In addi-
tion, it has been found that the random variation
in n is the most critical cause of stochastic varia-
tions in transformer’s performances, as it produces
such large magnitude low frequency fluctuations in
I1(t) and I2(t) in both on-chip and off-chip trans-
former, unlike the random variation in k that affects
the on-chip transformer only. Since it has been found
that the effects of random variations in inductive el-
ements are small compared with the others, partic-
ularly at steady state, the simplified vector SDEs of
transformer at such state can also be given by (27)
and (28), but with the following vector, matrices, and
their elements for the on-chip transformer.

X1(t) =
[
θ11(t) θ12(t) η(t) κ(t) I1(t)

]T
, (94)

A1(t) =


−ρθ,11 0 0 0 0

0 −ρθ,12 0 0 0
0 0 −ρη 0 0
0 0 0 −ρκ 0
0 0 0 0 A1(t)

 (95)

A1(t) = −

R11 + γ11θ11(t) + (R12+γ12θ12(t))(n+vη(t))
k+δκ(t)

L11 + M12(n+vη(t))
k+δκ(t)

 , (96)

B1(t) =
[

0 0 0 0 B1(t)
]T
, (97)

B1(t) =

[
L11 +

M12(n+ vη(t))

k + δκ(t)

]−1

V1(t), (98)

C1(t) =


−σθ,11ρθ,11 0 0 0 0

0 −σθ,12ρθ,12 0 0 0
0 0 −σηρη 0 0
0 0 0 −σκρκ 0
0 0 0 0 C1(t)


(99)

C1(t) = β

[
L11 +

M12(n+ vη(t))

k + δκ(t)

]−1

, (100)

Ω1(t) =
[
W11(t) W12(t) N(t) K(t) W1(t)

]T
, (101)

has been found to be of greater magnitude than that
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X2(t) =
[
θ22(t) θ21(t) η(t) κ(t) I2(t)

]T
,(102)

A2(t) =


−ρθ,22 0 0 0 0

0 −ρθ,21 0 0 0
0 0 −ρη 0 0
0 0 0 −ρκ 0
0 0 0 0 A2(t)

 , (103)

A2(t) = −

R22 + γ22θ22(t) + (R21+γ21θ21(t))(n+vη(t))
k+δκ(t)

L22 + M21(n+vη(t))
k+δκ(t)

 , (104)

B2(t) =
[

0 0 0 0 B2(t)
]T
, (105)

B2(t) =

[
L22 +

M21(n+ vη(t))

k + δκ(t)

]−1

V2(t), (106)

C2(t) =


−σθ,22ρθ,22 0 0 0 0

0 −σθ,21ρθ,21 0 0 0
0 0 −σηρη 0 0
0 0 0 −σκρκ 0
0 0 0 0 C2(t)


(107)

C2(t) = β

[
L22 +

M21(n+ vη(t))

k + δκ(t)

]−1

, (108)

Ω2(t) =
[
W22(t) W21(t) N(t) K(t) W2(t)

]T
. (109)

For the off-chip transformer, we have

X1(t) =
[
θ11(t) η(t) I1(t)

]T
, (110)

A1(t) =

 −ρθ,11 0 0
0 −ρη 0
0 0 A1(t)

 , (111)

A1(t) = − R11 + γ11θ11(t)

L11 +M12(n+ κν(t))−1
, (112)

B1(t) =
[

0 0 B1(t)
]T
, (113)

B1(t) =

[
L11 +

M12

n+ vη(t)

]−1

V1(t), (114)

C1(t) =

 −σθ,11ρθ,11 0 0
0 −σηρη 0
0 0 C1(t)

 , (115)

C1(t) = α

[
L11 +

M12

n+ vη(t)

]−1

, (116)

Ω1(t) =
[
W11(t) N(t) W1(t)

]T
, (117)

X2(t) =
[
θ22(t) η(t) I2(t)

]T
, (118)

A2(t) =

 −ρθ,22 0 0
0 −ρη 0
0 0 A2(t)

 , (119)

A2(t) =
R22 + γ22θ22(t)

L22 +M21(n+ vη(t))
, (120)

B2(t) =
[

0 0 B2(t)
]T
, (121)

B2(t) = [L22 +M21(n+ vη(t))]
−1
V2(t), (122)

C2(t) =

 −σθ,22ρθ,22 0 0
0 −σηρη 0
0 0 C2(t)

 , (123)

C2(t) = β

[
L22 +

M21

n+ vη(t)

]−1

, (124)

Ω2(t) =
[
W22(t) N(t) W2(t)

]T
. (125)

5. CONCLUSIONS

The stochastic behaviors of transformers have been
analyzed by using an SDE based approach in this
research. Both noise in the voltage source and the
random variations in circuit elements/parameters of
the transformer have been taken into account, unlike
our previous work [19]. Noise in the voltage source
applied to the transformer has been considered as
white noise, which is a Wiener process. The random
variations in the elements/parameters of the trans-
former have been considered as color noise, which is
an Ornstein-Uhlenbeck process. The resulting vec-
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tor SDEs of the transformer have been solved both
analytically and numerically in the Ito’s sense. The
Euler-Maruyama scheme with strong order of conver-
gence has been applied for determining the numeri-
cal solutions. The confidence intervals for the means
of stochastic currents have been used for verifying
our vector SDEs. In addition, the stochastic prop-
erties of these currents, their stochastic correlation
and the influences of noise in the voltage source and
random variations in the elements/parameters of the
transformer have been analyzed and discussed. Com-
pared to [19], a much more thorough analysis has
been presented in this work. The results proposed in
this work have been found to be beneficial to statisti-
cal/variability aware analysis and designing of trans-
former based electronic and electrical systems. For
further studies, the multiple winding transformer and
fractional order mutual inductance [26], which is a
transformer with fractional order impedances, should
be considered.
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APPENDIX

Table 1: Notations of crucial stochastic calculus related variables.
Variable Notation
ζ1(t) Zero mean white noise that interferes v1(t)
ζ2(t) Zero mean white noise that interferes v2(t)
α Noise intensity of ζ1(t)
β Noise intensity of ζ2(t)

θ11(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in R11

θ12(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in R12

θ21(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in R21

θ22(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in R22

χ11(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in L11

χ12(t) Color noise(Ornstein-Uhlenbeck process) defining the random variation in M12

χ21(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in M21

χ22(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in L22

η(t) Color noise(Ornstein-Uhlenbeck process) defining the random variation in n
κ(t) Color noise (Ornstein-Uhlenbeck process) defining the random variation in k
γ11 Noise intensity of θ11(t)
γ12 Noise intenity of θ12(t)
γ21 Noise intensity of θ21(t)
γ22 Noise intensity of θ22(t)
λ11 Noise intensity of χ11(t)
λ12 Noise intensity of χ12(t)
λ21 Noise intensity of χ21(t)
λ22 Noise intensity of χ22(t)
ν Noise intensity of η(t)
δ Noise intensity of κ(t)

W1(t) Wiener process defining ζ1(t)
W2(t) Wiener process defining ζ2(t)
W11(t) Basis Wiener process of θ11(t)
W12(t) Basis Wiener process of θ12(t)
W21(t) Basis Wiener process of θ21(t)
W22(t) Basis Wiener process of θ22(t)
X11(t) Basis Wiener process of χ11(t)
X12(t) Basis Wiener process of χ12(t)
X21(t) Basis Wiener process of χ21(t)
X22(t) Basis Wiener process of χ22(t)
N(t) Basis Wiener process of η(t)
K(t) Basis Wiener process of κ(t)
ρθ,11 Speed of mean reversion of θ11(t)
ρθ,12 Speed of mean reversion of θ12(t)
ρθ,21 Speed of mean reversion of θ21(t)
ρθ,22 Speed of mean reversion of θ22(t)
ρχ,11 Speed of mean reversion of χ11(t)
ρχ,12 Speed of mean reversion of χ12(t)
ρχ,21 Speed of mean reversion of χ21(t)
ρχ,22 Speed of mean reversion of χ22(t)
ρη Speed of mean reversion of η(t)
ρκ Speed of mean reversion of κ(t)
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σθ,11 Volatility of θ11(t) normalized with respected to ρθ,11
σθ,12 Volatility of θ12(t) normalized with respected to ρθ,12
σθ,21 Volatility of θ21(t) normalized with respected to ρθ,21
σθ,22 Volatility of θ22(t) normalized with respected to ρθ,22
σχ,11 Volatility of χ11(t) normalized with respected to ρχ,11
σχ,12 Volatility of χ12(t) normalized with respected to ρχ,12
σχ,21 Volatility of χ21(t) normalized with respected to ρχ,21
σχ,22 Volatility of χ22(t) normalized with respected to ρχ,22
ση Volatility of η(t) normalized with respected to ρη
σκ Volatility of κ(t) normalized with respected to ρκ




