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ABSTRACT

Rice is vital to people all around the world. The
demand for an efficient method in rice seed variety
classification is one of the most essential tasks for
quality inspection. Currently, this task is done by
technicians based on experience by investigating the
similarity of colour, shape and texture of rice. There-
fore, we propose to find an appropriate process to
develop an automation system for rice recognition.
In this paper, several hand-crafted descriptors and
Convolutional Neural Networks (CNN) methods are
evaluated and compared. The experiment is simu-
lated on the VNRICE dataset on which our method
shows a significant result. The highest accuracy ob-
tained is 99.04% by using DenNet21 framework.
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1. INTRODUCTION

Rice is a staple and principal source of food con-
sumed by nearly a half of the world’s population.
Products made with rice are essential to billions of
people from all over the world according to the Food
and Agriculture Census of the United Nations (FAO),
the total rice production in the world increased from
570 million tonnes in 2002 to 720 million tons in
2012. Practically, it is necessary to prepare well all
the steps to obtain high yielding rice in cultivation.
Since some varieties are appropriate for specific ap-
plications, suitable selection is an important stage in
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the processing of rice grains. One of the most sig-
nificant factors is the quality of rice seeds (i.e seeds
of certain varieties should not be mixed with other
seeds). Moreover, the quality of rice depends mainly
on genetic features. In the growing and trading pro-
cess, various varieties of rice can be combined and
mixed, which will affect the quantity and quality of
a rice crop. Therefore, an inspection process is nec-
essary to make sure that all seeds belong to a certain
rice variety. To recognize the unwanted seeds, it is
necessary to ensure the purity of rice seeds of a cer-
tain variety of rice. Rice is Vietnam’s most cultivated
agricultural plant. Currently, the identification pro-
cess of unwanted seeds is performed manually in Viet-
namese companies by visual inspection by technicians
with some expertise. This laborious process, which is
both tedious and slow, can lead to a deterioration of
purity in the seeds, thereby lowering the value of the
seed. To solve this problem, an automated process
based on a computer vision system is needed.

Computer vision is a rapidly growing scientific
field. The advances in this field have brought our
daily lives several benefits. Computer vision systems
have been designed and used to solve problems in
real life, namely detection of diseases in humans and
plants, automatic manufacturing inspection, biomet-
ric recognition, etc. There are several publications
about agriculture applying computer vision to defect
analysis, automatic characterization and quality as-
sessment of fruit, vegetables, and grain [1], [2], [3].
In the past, hand-crafted descriptors have been de-
signed to extract appropriate features in computer vi-
sion. Identification of grain seed varieties is one of the
major agricultural tasks. Several approaches to solv-
ing this problem have been proposed to identify the
rice seed variety by the advancement of technology
and engineering. The analysis and the detection fully
connected. Several efforts have been made to improve
the performance, including proposing a new regular-
ization techniques [28], [29], new optimizations [30],
[31], and designing new architectures [32], [33], [34],
[35], [36], [37], [38], [39]. Kamilaris and Prenafeta-
Boldú [40] give a complete survey of 40 works that
apply deep learning in the domain of agriculture such
as soil and vegetation analysis, crop monitoring, weed
detection, green house monitoring, leaf disease detec-
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tion and classification, and identification of weeds.

More recently, a hybrid method which combines
CNN and hand-crafted features to boost the perfor-
mance of learning systems has been proposed. For
example, Local Binary Pattern Network (LBPNet) is
proposed to efficiently extract and compare high-level
over-complete features in a multilayer hierarchy. This
method reflects the same topology of CNN architec-
tures [41]. In [42], [43], the authors propose to feed
CNN by the new encoded image via Neighbor-Center
Difference Image (NCDI) for texture classification.
Bello-Cerezo et al. [44] present a deep comparative
evaluation of hand-crafted and CNN-based features
for colour texture classification. The experimental
results confirmed that hand-crafted descriptors give
better performance than CNN-based features when
there was little intra-class variability.

This paper shows a comparative study of the hand-
crafted features extracted from well-known local im-
age descriptors and the deep learning approach for
rice seed classification. The remainder of this paper
is structured as follows. Section 2 briefly introduces
several local image descriptors in the literature. Next,
the Convolutional Neural Network and its recent pro-
posed models are introduced in section 3. Then, sec-
tion 4 presents the dataset, experimental setup and
comparative results. Finally, the conclusion is dis-
cussed in section 5.

2. HAND-CRAFTED FEATURE

Three well-known local image descriptors includ-
ing Histogram of Oriented Gradients (HOG) [45],
Scale Invariant Feature Transform (SIFT) [46], GIST
[47], and Local Binary Pattern (LBP) [48] will be
briefly discussed in the following subsections. The
reason that we choose and apply these descriptors is
because they are the most successful approaches for
characterizing texture and objects.

2.1 Local Binary Pattern

LBP was first introduced by Ojala et al. [48]. It
is a simple yet powerful local descriptor and captures
the local structure and contrast information. Basic
LBP value is extracted by thresholding circular neigh-
bouring pixel values base on the central pixel value.
Then the binary results are evaluated by a factor of
2i and summed to obtain the LBP code. Mathemati-
cally, the computation of the LBP value at the central
pixel and P neighbouring pixels on a circle of radius
R is listed as:

LBPP,R =
∑P−1

i=0
ξ(gi − gc)× 2i (1)

where gc is the central pixel value, {gi}P−1
i=0 are the

grayscale values of its P neighboring pixels, and ξ is
defined as:

ξ(u) =

{
1 if u ≥ 0
0 otherwise

(2)

LBP is an efficient operator with high discrimina-
tive capabilities. However, it is sensitive to rotated
and noisy images [49], and dimension of feature space
is increased exponentially with the number of neigh-
bors considered. From Ojala’s work, a huge number
of variants of the LBP operator have been introduced
to enhance its robustness to noise and increase its dis-
criminative power and applicability to solve different
kinds of pattern recognition problems. Liu et al. [50]
present a very detailed review of the LBP variant
based on a gray scale image. We can mention several
important and efficient LBP variants such as LBP
uniform, Dominant Rotated LBP [51], Local Ternary
Pattern (LTP) [49], Complete LBP [52], Median LBP
[53], and Extend LBP [54].

2.2 Histograms of Oriented Gradient

The HOG descriptor counts the occurrences of gra-
dient magnitude and orientation in localized portions
of an image. It is commonly used for identifying and
recognizing objects. HOG was presented by Dalal
and Triggs [45] who first used it for detecting objects.
The occurrences of gradient orientation based on the
gradient angle and the gradient magnitude of local
patches of an image are computed in order to extract
HOG features. The authors in [45] calculate gradient
angle and magnitude at each pixel in an 8×8-pixel
patch. Next, 64 gradient feature vectors are divided
into 9 angular bins 0-180◦(20◦each). Then, on each
patch, the histogram of orientation is constructed by
collecting the magnitudes of gradient. Finally, his-
tograms of orientation from each patch are normal-
ized and fused. The gradient magnitude G and angle
L at each position (x, y) from an image I are com-
puted as follows:

∆x = |I(x− 1, y)− I(x+ 1, y)| (3)

∆y = |I(x, y − 1)− I(x, y + 1)| (4)

G(x, y) =
√

∆2
x + ∆2

y (5)

L(x, y) = tan−1

(
∆x

∆y

)
(6)

HOG features are used effectively in various com-
puter vision tasks such as biometric recognition [55],
[56], traffic recognition [57], hand gesture classifica-
tion [58] and human detection [59].

2.3 GIST

GIST is an image descriptor proposed by Oliva and
Torralba [47], it was firstly applied for scene recogni-
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tion. GIST extracts gradient information from dif-
ferent parts of an image by combining the input im-
age with several filters. In order to obtain GIST fea-
ture, the image is convolved with several Gabor filter.
Then, Gabor response maps are divided into small
regions. Next, the GIST features are obtained by
averaging the value from each region of each Gabor
response map. In the paper [47], Oliva and Torralba
use 32 Gabor filters at four scales with eight differ-
ent orientations. They divide each Gabor response
map into 4 × 4. Therefore, 32 × 16 = 512 GIST fea-
tures are extracted from each image. GIST has been
successfully applied for indoor/outdoor scene recogni-
tion [60][61], traffic scene classification [62], and face
recognition [63][64].

2.4 Scale Invariant Feature Transform

The SIFT descriptor was introduced by Lowe [46].
It was firstly applied to object recognition. A SIFT
descriptor extracts key points of objects from a set of
images and stores them in a feature database. Each
key point of SIFT specifies the location, scale, and
orientation. SIFT is robust against image scaling and
rotation, and partially invariant to changes in illumi-
nation and 3D camera viewpoints. SIFT extraction
process follows these steps. First, extrema points are
detected from several Difference of Gaussian (DoG) of
several scales. Then, key points are selected from can-
didate points based on their location and scale. Next,
the dominant orientation of each key point is assigned
to achieve rotation invariance. Finally, SIFT features
are generated by concatenating several histograms of
orientation, these histograms are extracted around
the key point location with respect to its dominant
orientation. SIFT has been used in many applica-
tions, such as object detection and tracking [65], [66],
facial recognition [67], [68], and hand gesture recog-
nition [69].

3. CONVOLUTION NEURAL NETWORKS

In deep learning, a CNN is a class of deep neu-
ral networks which is the most common method ap-
plied in computer vision applications. In this sec-
tion, we briefly review various architectures, includ-
ing AlexNet, VGG, Inception, ResNet, DenseNet,
MobileNet, and NASNet [33], [34], [35], [36], [37], [38].

3.1 AlexNet

AlexNet was proposed by Krizhevsky et al. [70].
It was the winner of the ImageNet Challenge in 2012
where it outperforms all of the other approaches by
decreasing the top-5 error rate from 26% to 15.3%.
Since AlexNet, all of the winners of later ImageNet
Challenges have been CNN models. AlexNet con-
sists of one 11×11, one 5×5, three 3×3 convolutional
layers, three max pooling layers, and three fully con-
nected layers. It is the first mode whichl uses Recti-

fied Linear Unit (ReLU) instead of Tanh or Sigmoid
function. The advantage of the ReLU is that it mini-
mizes the vanishing gradient problem. Therefore, the
model can be trained better and faster.

3.2 VGG

VGG was proposed by Simonyan and Zisserman
in 2014. It achieved a top-5 accuracy of 92.3% on
ImageNet Challenge [32]. VGG is an architecture
based on AlexNet. To design VGG to be a deeper
architecture, they only use 3 × 3 convolutional lay-
ers. By stacking several 3 × 3 convolutional layers,
they acquire the same effective receptive field as a
larger kernel-size convolutional layer. By doing so,
the model is deeper and more complex. There are sev-
eral VGG variants. Among these extensions, VGG16
and VGG19 are the most widely used.

3.3 Inception/GoogLeNet

Inception was proposed by Szegedy et al. [33]. It
was the winner of ImageNet Challenge in 2014 which
gave the top-5 accuracy of 93.3%. In this model, sev-
eral inception modules are applied. Each inception
module consists of convolutions of different sizes to
capture details at different scales. In order to re-
duce the computation requirements of the inception
module, they use 1 × 1 convolutional layer to re-
duce the depth of the input. Another salient point
in this paper is that they use global average pool-
ing to replace two fully connected layers after the
last convolutional layer. By doing this, the total
number of parameters of the model is greatly re-
duces. Inception has 12 times fewer parameters than
AlexNet, and is much faster than VGG. Various en-
hanced Inception models have been proposed, includ-
ing InceptionV2, InceptionV3, InceptionV4, Xcep-
tion, Inception-ResNet, and Inception-ResNetV2.

3.4 ResNet

ResNet is proposed by He et al. [35] It it the win-
ner of ImageNet Challenge in 2016 achieving a top-5
accuracy of 95.5%. As can be observed so far, in-
creasing the depth of the model should increase the
accuracy. However, when the model is deeper, the
problem of vanishing gradient occurs. To tackle this
problem, they devised a residual module which con-
sists of two convolutional layers and a “skip connec-
tion”. The “skip connection” is created by adding the
input to the output of the second convolutional layer.
Therefore, the gradient can flow through the add
gate, thus minimizing the vanishing gradient prob-
lem. They can build very deep models, so the com-
putation requirement is very high. To design very
deep models, they add a 1×1 convolutional layer to
the beginning and the end of each residual module
to reduce the depth of the input while not decreasing
the performance of the model very much.
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3.5 DenseNet

DenseNet is proposed by Huang et al. [37]. It is
awarded the best paper in the Computer Vision and
Pattern Recognition (CVPR 2017) conference. In-
spired by the “skip connection” in residual module of
ResNet model, they come up with dense block. Each
dense block consists of several convolutional layers,
where each convolutional layer connects to all subse-
quent convolutional layers. Instead of adding, they
use concatenation of previous feature maps, which
allows all subsequent layers can easily access the in-
formation from preceding feature maps.

Moreover, it allows the gradient to flow more easily
through the model. To improve the computational
efficiency of the model, they add a 1 × 1 convo-
lution layer before each 3 × 3 convolution layers,
furthermore, they add transition layers after each
dense block to reduce the number of feature maps.
DenseNet achieved state-of-the-art results on several
datasets. On ImageNet, it outperforms ResNet when
using 10-crop testing.

3.6 MobileNet

In 2017, MobileNet was proposed by Howard et
al. [71]. This model was designed to be as small
as possible, which is useful for mobile and embed-
ded vision applications. To achieve that goal, they
devised depth-wise separable convolution, which is a
depth-wise convolution followed by a pointwise convo-
lution. Depth-wise convolution applies a single filter
to each input channel. Then the pointwise convolu-
tion combines the outputs. By doing so, they dras-
tically reduce the number of parameters and compu-
tation time. To further reduce the size of the model,
they introduce a width multiplier to control the num-
ber of input channels and a resolution multiplier to
control the input resolution.

3.7 NasNet

In 2017, Zoph et al. [39] from AutoML of Google
introduced a method to search for the best neural
network architecture. They propose searching for
building blocks on a small dataset and then to sam-
ple these building blocks to create end-to-end archi-
tectures. In the paper, they also introduced Sched-
uled Drop Path, which significantly improves the final
performance of NASNets. Their proposed approach
has achieved state-of-the-art results on ImageNet and
COCO datasets.

4. EXPERIMENTAL RESULTS

4.1 Dataset and experimental setup

In order to evaluate and compare the hand-crafted
features and deep learning, we propose to use the
Vietnam rice seed varieties (VNRICE). This dataset

consists of images of six common Vietnamese rice va-
rieties (BC-15, Huong Thom-1, Nep-87, Q-5, Thien
Uu-8, and Xi-23) from the north region. All images
are acquired by a CMOS image sensor colour camera.
Figure 1 illustrates example images from this dataset.
Each column represents one class of rice seed variety.

All hand-crafted feature extraction and evalua-
tion processes were implemented using Matlab ver-
sion 2015a and conducted on Google Cloud Comput-
ing by using the Keras framework. We built the sys-
tem with 32 CPUs at 2.5 GHz, 32 GBs of memory 1
NVIDIA Tesla P100 GPU. In order to build the train-
ing and testing set for the dataset, all images were re-
sized to 224×224, then 50% of the images from each
of the six rice varieties were randomly selected to cre-
ate the training set, the remainder of the images from
each rice variety were used as the testing set. Charac-
teristic images of this dataset are illustrated in table
1. The first column indicates the name of rice seed.
The second and third columns give the number of
images in the training and testing sets.

4.2 Experimental Results

LBP and its variants are extracted on each chan-
nel of an RGB image by using the central pixel and
8 neighbouring pixels on a circle of radius 1. SIFT
features are extracted on training set with VLFeat
0.9.21, then K-means (K = 1500) is used to build Bag
of Words from all SIFT features from the training set.
After that, a histogram of each image is obtained by
counting SIFT features that are near to each of the
K centroids. GIST and HOG features are extracted
with the same configuration as used the original pa-
pers. All hand-crafted features are then evaluated by
using one-vs-one SVMs.

Table 1: Summary of the rice seed database.
Name Training Testing Total

set count set count image
count

BC-15 917 917 1,834
Huong Thom 1 1,048 1,048 2,096
Nep-87 700 699 1,399
Q-5 962 962 1,924
Thien Uu-8 513 513 1,026
Xi-23 1,115 1,114 2,229

All CNN models use the ImageNet pre-trained
weight provided by the Keras framework. These pre-
trained models are then fine-tuned on the training set
of the dataset with the same hyper-parameter. The
batch size is set to 64. An Adam optimizer [30] is
used with the initial learning rate of 10−4. Finally,
the learning rate is decreased by a factor of 10 when
the validation set accuracy stops improving.

Table 2 has shown that the deep learning ap-
proaches outperform the others with a large margin
of more than 10%. The highest accuracy achieved
by hand-crafted descriptors in the experiment is
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Fig.1: Example images from six rice seed varieties.

84.10%, which was obtained using the HOG descrip-
tor. The best result of 99.05%, on the rice seed
dataset achieved in the experiment is 99.05%, which
is obtains by DenseNet with 121 layers.

Discussion on hand-crafted descriptors: LBP
and its variants are mainly applied for face recogni-
tion and texture classification. Applying it for the
rice seed classification task gives poor accuracy. The
highest accuracy is 67.60% obtained by LBP Uniform.
The SIFT descriptor was applied for several object
classification tasks successfully. However, the accu-
racy obtained on the rice seed classification is only
69.31%. The GIST only captures global features from
different regions of the image to apply to the scene
classification task, but it has achieved a decent accu-
racy of 78.83%. The HOG descriptor is widely used
for object classification task. It has been shown to
provide a promising result on the rice seed dataset
by achieving an accuracy of 84.10%.

Discussion on CNN models: All CNN models
provided very good results on the rice seed classifi-
cation task. Two of the best results are 98.84% and
99.05% from the ResNet 50 layers and DenseNet 121
layers respectively. Both models have several skip
connections to let the gradient flow more strongly to
the earlier layers, which allows the models to per-
form well on small datasets. MobileNet is lightweight,
has very few parameters and requires very few com-
putation resources. However, it achieved a reason-
able accuracy of 97.66%, which is better than ei-
ther the VGG16 or VGG19 models. The hybrid ap-
proach which combines hand-crafted descriptors and
the CNN model does not perform as well as VGG.
This method aims to change input of the CNN model
and improve its efficiency for colour texture images.
Since this set of rice seed images contain an object
and are totally different, it does not outperform CNN-
based methods. Similarly, we can see in the conclu-
sion [44] that hand-crafted descriptors outperformed
CNN-based features for colour texture classification.
In the case of rice seed images, we found the opposite
was true based on our experimental results.

Table 3 shows the number of parameters and com-
putation time of each model. The computation time
of each model was obtained by training the model on

Table 2: The classification results of hand-crafted
features and deep learning on the VNRICE dataset.
The value in bracket demonstrates the highest accu-
racy by using hand-crafted features while the value in
brackets shows the best accuracy obtained among all
methods.

No Model name/ Descriptor Accuracy
(%)

1 Four-Patch LBP [72] 49.59
2 LCP [73] 54.51
3 LBP [74] 54.88
4 LTP [49] 55.09
5 Color LBP [75] 58.16
6 LPQ [76] 58.27
7 Three-Patch LBP [72] 58.40
8 OCLBP [12] 58.44
9 LBP Neighbor intensity [77] 59.15
10 Median LBP [53] 61.83
11 LBP Num [78] 62.88
12 LBP Non-uniform [79] 63.43
13 LBP Uniform [80] 67.60
14 SIFT [46] 69.31
15 8-NCDI Histogram & LBP 8- 78.70

NCDI [42]
16 GIST [47] 78.83
17 HOG [37] {84.10}
18 NCDI-VGG [43] 92.65
19 NASNetMobile [39] 94.40
20 MobileNetV2 [81] 95.28
21 VGG19 [32] 96.88
22 VGG16 [32] 96.94
23 MobileNet [71] 97.66
24 Xception [38] 97.90
25 Inception-ResNet v2 [36] 97.93
26 InceptionV3 [33] 98.10
27 NasNetLarge 98.12
28 ResNet50 [35] 98.84
29 DenseNet121 [37] 99.04

the training set one time using the configuration as
shown in section 4.1. From Table 3, we can observe
that DenseNet with 121 layers requires less memory
and computational resources with a run time only
36 seconds. NasNetLarge takes more time to com-
pute with more than 84 million parameters to adjust.
We found the MobileNet and MobileNetV2 are more
interesting since they can be employed for mobile ap-
plications with fewer parameters than other methods.

5. CONCLUSION

In this study, we evaluated the performance of sev-
eral hand-crafted descriptors and CNN models on the
rice variety classification task. The experimental re-
sults show that deep learning approaches clearly give
a higher accuracy. DenseNet with 121 layers achieved
the best accuracy with 99.04%. LBP and its variants
provided poor results. The highest accuracy was only
67.60% obtained by LBP Uniform. HOG is the most
successful hand-crafted descriptor approach in the ex-
periment and achieved an accuracy result of 84.10%.

The experiment results show that it is possible to
develop an automation system for rice seed classifica-
tion tasks. The purposes of this work were to evalu-
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Table 3: Number of parameters of each model and
computation time to train each model per epoch.

No Model name Computation Number of
time parameters

(seconds)
1 InceptionV3 29 21,780,646
2 MobileNet 31 3,213,126
3 MobileNetV2 33 2,231,558
4 DenseNet121 36 6,960,006
5 ResNet50 37 23,546,886
6 VGG16 40 134,285,126
7 VGG19 46 139,594,822
8 NASNet 54 4,239,320

Mobile
9 Inception- 57 54,285,414

ResNetV2
10 Xception 64 20,819,246
11 NasNetLarge 188 84,744,348

ate the deep learning model for rice image recognition
and implement a mobile application for end user. The
future of this work is to design a suitable CNN model
for this kind of rice seed image.
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with color and texture: jointly or separately?,”
Pattern Recognition, vol.37, pp.16291640, 2004.

[13] B. Lurstwut and C. Pornpanomchai, “Image
analysis based on color, shape and texture for
rice seed (Oryza sativa L. ) germination evalua-
tion,” Agriculture and Natural Resources, vol.51,
pp.383389, 2017.

[14] X. Chen, Y. Xun, W. Li, and J. Zhang, “Com-
bining discriminant analysis and neural networks
for corn variety identification,” Computers and
Electronics in Agriculture, vol.71, pp.S48-S53,
2010.

[15] H.K. Mebatsion, J. Paliwal, and D.S. Jayas,
“Automatic classification of non-touching cereal
grains in digital images using limited morpholog-
ical and color features,” Computers and Electron-
ics in Agriculture, vol.90, pp.99105, 2013.
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