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ABSTRACT

Sleep scheduling mechanisms have been widely
used in wireless sensor networks so as to extend the
lifetime of networks. Sensors are able to decide to
be either in active or sleep mode to save the energy.
Sensing coverage area is an important factor for some
applications such as Intrusion Detection. It is nec-
essary to have the full-sensing-covering set of active
nodes on these applications. In this paper, we pro-
pose the Coverage Maximization with Sleep Schedul-
ing protocol (CMSS) which is a decentralized protocol
and maximize sensing coverage of the network. In our
proposed solution, the area of network is divided into
grid cells. Each sensor creates a neighbor table and
transforms into cell-value table. These tables are used
to make decision which mode it should be on each sen-
sor. Simulation results show that CMSS not only con-
sumes less overhead energy than Maximum Sensing
Coverage Region (MSCR), but also has a lower num-
ber of selected active nodes. Besides, communication
range of sensors does not affect to the efficiency of
networks like the Layered Diffusion-based Coverage
Control protocol (LDCC) which exploits hop count
information.

Keywords: Sensing Coverage, Sleep Scheduling
Mechanism, Wireless Sensor Networks

1. INTRODUCTION

Wireless sensor networks contain many sensors of
which the batteries, sensing power and transmission
power are limited. There are so many applications of
wireless sensor networks such as Environment Moni-
toring, Battlefield Surveillance, Target Tracking and
Medical Analysis [1][2]. Each of sensors detects data
within its sensing range and sends them to the base
station so that the users can transform these data
into useful information. Due to limited power of sen-
sors, energy conservation is the biggest problem in
wireless sensor networks. Hence, there are many re-
searches proposing energy-efficient mechanisms in or-
der to prolong the lifetime of sensors such as cluster-
ing networks [3-5], appropriate sink placement [6-8]
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and sleep scheduling & sensor state planning [9-11]
which is considered in this paper. In sleep schedul-
ing mechanisms, each node can switch between the
two major modes which is either on-duty mode (also
called as active mode) or off-duty (also called as sleep
mode).

Quality of Service (QoS) is a set of standards and
processes for ensuring quality performance for appli-
cations such as delay, reliability, and integrity. In
wireless sensor networks, sensing coverage area is also
a part of QoS [12-14]. Some applications such as tar-
get tracking and movement detection need the sensors
to cover all areas in the network. If the network has
some coverage holes, it will affect to the quality of
service of networks.

In this paper, we propose Coverage Maximiza-
tion with Sleep Scheduling protocol which is called
as CMSS. Obviously, the network with sensors ran-
domly deployed must have many overlapped sensing
areas. These areas have the same data such as tem-
perature and humidity in environment monitoring ap-
plications. Hence, a sensor with its own sensing area
fully overlapped by others is able to operate in sleep
mode. The basic idea of the protocol is to find sensor
nodes which do not reduce the coverage area when it
enters sleep mode. In the other words, sensing cov-
erage area of network is still fully covered by only
selected active nodes. Fig. 1 shows an example of
full-covering active sensors while all other sensors are
sleeping.

The rest of the paper is organized as follows. Sec-
tion 2 provides overview of related works on coverage
and sleep scheduling protocols. Section 3 describes
the system models and our problem statements. Sec-
tion 4 presents the details of proposed method. Per-
formance evaluation and conclusion are in the section
5 and 6 respectively.

2. RELATED WORKS

C.Zhu et al. [15] proposed the basic knowledge
of coverage and connectivity issues in wireless sensor
networks. They described 2 sensing models i.e., the
binary disc sensing model and the probabilistic sens-
ing model. The simplest model was the binary disc
model because the cover point could be either covered
(Binary:1) if it is within sensing radius of sensors or
uncovered (Binary:0) if it is ‘not’ within sensing ra-
dius of sensors. The Probabilistic Sensing model was
more actual perception which could be taken as an ex-



56 ECTI TRANSACTIONS ON COMPUTER AND INFORMATION TECHNOLOGY VOL.10, NO.1 May 2016

tension of the previous sensing model. The quality of
sensing gradually attenuates with increasing distance.
Hence, the coverage value of point is in between 0 and
1.

TABU-RCC [9] is a centralized algorithm. TABU
search technique is used to find a near-optimal state
of sensors which is divided into 3 modes i.e. active,
sleep and cluster head. Each node has to periodically
send out a control message containing its own infor-
mation, such as residual energy and ID to the base
station so that the base station can use these data to
make a decision which state that sensor deserved to
be. TABU search movement will be computed until
a predefined number of iterations in order to get a
lower score from the minimized score function. The
base station then broadcasts a state message which
is routed to all the sensors via cluster head nodes.
However, being a centralized algorithm, TABU-RCC
comes with a large amount of communication over-
head. Hence, a network using this protocol is limited

to extend a number of sensors and size of network-
field.

LDCC [10] is a decentralized algorithm used to
control the coverage of networks by using the sleep
scheduling mechanisms. The basic ideas of LDCC
are to use a triangular tessellation as a coverage con-
trolling and to utilize the hop count information as a
part of decision whether it should be either an active
node or sleep node. The operation of LDCC is di-
vided into rounds. The base station first broadcasts
an active message. An active message indicates that
the sender has become an active state; inside the mes-
sage contains information such as sender’s hop count
(Hy), transmission power. A sensor node Ni which re-
ceived an active message compares its own hop count
(H;) which is initially set to a high number, with the
sender’s hop count (Hy). If Hy < H;, then N; ran-
domly sets back-off time T; so that this node will wait
for the expiration of timer T; before sending out an
active message. If H;, = H;, N; adds the number of
times that received active messages from nodes with
the same hop count. When this number of V; equals
to 2, Node N; goes into sleep state. Otherwise, if
H, > H;, N; will ignore that message. Although lo-
cation information of sensors is not needed to be used
in LDCC, the set of selected active sensors cannot be
guaranteed to be fully covered the whole area of the
network.

MSCR [11] is a distributed gossip-based sensing-
coverage-aware algorithm used to solve the sensing
coverage problem. This protocol requires each node
to know its location information so that the network
which uses MSCR can guarantee 100% coverage area.
Each of sensors (called as N;) first creates the over-
lapped neighbor set, O(S;). After that, each sensor
node starts sending a gossip message to all of the
members in its own O(S;). Then it waits for the re-
ply message from these active members. When the

sensor N; receives the reply message from IV, it
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Fig.1: A Network with full-covering active sensors.

calculates the boundary arcs between itself and IV;
and transform the arcs into the angle [0; 2Pi]. After
receiving reply gossip message from all of active mem-
bers, the sensor will consider the conditions by creat-
ing the union of boundary arcs. If neighbor nodes in
O(S;) cover all its sensing range k times, N; will en-
ter sleep state. Due to sufficient condition in MSCR,
each of the sensors in overlapped neighbor set has
to be closed within sensing range. Otherwise, the
area near to the sensor N; may not be fully covered.
Therefore, the number of active nodes after process-
ing is higher than necessary. The energy consumption
during data communication phase is also high as well.

C3 [16] is an integrated protocol for coverage, con-
nectivity and communication (C3) in wireless sensor
networks. Its function is similar to LDCC using tri-
angular tessellation but the network is formed as con-
nection of virtual rings and clusters. Each node can
be either in fully active or sensing only or sleep mode.
Similar to LDCC, C3 also cannot guarantee to be
fully covered the whole area of the network.

In this paper, we propose the Coverage Maximiza-
tion with Sleep Scheduling protocol (CMSS) to max-
imize sensing coverage of the network. Similar to
LDCC, MSCR and C3, the proposed protocol is dis-
tributed but unlike the other protocols, the main ad-
vantages of CMSS is that it has low overhead energy
consumption than and less number of active nodes,
while still be able to guarantee the coverage area in
the network.

3. SYSTEM MODELS & PROBLEM STATE-
MENTS

Before explaining the proposed protocol, we first
describe the network models, energy consumption
model and problem statements.
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3.1 Network Model

We assume the following properties about the wire-

less sensor network.

e Sensor nodes are randomly deployed into the
network at the intersection of grid cells and have
the same initial energy.

e Sensor nodes are fixed and know their own loca-
tions.

o All sensors have the same sensing range R and
communication range R.. while R, is equal to
or more than 2R because of connectivity issues
[17].

e FEach node is assigned with a unique identifier
(ID).

o We assume ideal MAC layer conditions, i.e., per-
fect transmission of data on a node-to-node wire-
less link.

3.2 Energy Consumption

We use energy model proposed in [18] to measure
energy consumption for proposed and related proto-
cols. There are two propagation models (1): free
space model (d? power loss) and two-ray ground prop-
agation model (d* power loss).

IEBec + lepod?,
Erx(l,d) = { lEeiec+l€fnpd4’

Eq. (1) shows ETX(I,d) which is the energy con-
sumption in the transmitter of sender node that sends
[ bits of data with distance d to the receiver. Fgjec
depends on many factors such as digital coding, mod-
ulation. The ¢ fsd2 and 5mpd4 depend on the distance
(d) between transmitter and receiver where €5 and
Emp are the amplifier energy factors for free space and
multi-path fading channel models respectively. dy is
the threshold distance depending on the environment.
Energy consumption for receiving an [-bits message
at the receiver is shown in Eq. (2).

d < dy
d> do (1)

ERX(Z) = [Eejec (2)

3.3 Sensing Model

We use a binary probability function (also called
Binary Disc Sensing Model) [15]. An active sensor
n; is able to detect any event occurring within its
sensing range R with the detection probability 1. In
contrast, if an event occurring outside Ry, it would
not be able to detect that event.

3.4 Problem Statements

Consider a WSN consisting of N homogeneous sen-
sor nodes ni,nso,...,ny, we divide the area of net-
work into grid cells Cell,,, where x and y are the co-
ordinate at the intersection of the grid cell as shown

in Fig. 2. Each sensor has two states s; , either in
active mode (1) or sleep mode (0)

. 1 if sensor ¢ is active (3)
* 1 0 otherwise (sleep)
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Fig.2: FEzample of Covered-Cell in the network size
12z6.

Definition 1. The reference of cell (Cell, ) or ps
is at the left-bottom coordinate (z,y) of the cell. For
example, the index of cell ‘M’ in Fig. 2 is Celly,
and the index of cell ‘N’ is Cell; .

Definition 2. Cell, , is covered by sensor node n;
when the following conditions are satisfied:

d(Pz,y,mi) < Rs (4a)
d(pat1,y,ni) < Rs (4b)
d(pa,y+1,mi) < Rs (4c)
d(po+1,y+1,mi) < Rs (4d)

where p, , is the reference of Cell, , as previously
explained, d(pg,y,n;) is the Euclidean distance be-
tween coordinate x,y and n;’s coordinate, and Rs is
sensing radius of sensors.

In (4a-4d), it can be summarized that all corners
of the cell must be within sensor’s sensing radius.

Let A; is the set of cells that are covered by sen-
sor i (satisfied conditions 4a-4d). The problem is to
maximize the coverage area

Find state of s; in each round of operation such
that

Jisi), vi=1...N (5)

%

Maximize

We need to find the optimal state of sensors that
maximize coverage area of full-covering set of active
sensors. Besides, the network lifetime must be maxi-
mized; we need not only low overhead energy dissipa-
tion as much as possible but also low data communi-
cation energy dissipation which depends on a number
of selected active sensors. Therefore all the solutions
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that maximize by Eq. (5), we select the solution that
minimize number of active sensors

N

: Z S (6)

i=1

Minimize

If there are several solutions that satisfied Eq.5 and
Eq.6, then we would select one with higher residual
energy to balance their energy usages and maximize
sensor’s life time, where E; is the residual energy of
Sensor 4.

N

: Z(Si-Ei) (7)

=1

Maximize

4. PROPOSED CMSS PROTOCOL
4.1 Coverage and Tables Setup

Each sensors n; has two tables, i.e. neighbor ta-
ble and cell-value table. Neighbor table is used to
record the overlapping neighbor nodes. It contains
three information.

e Node ID (N;4) : node id of sensors within dis-

tance 2R, (including itself ID)
e Cells’ coordinates (reference) covered by N4
(satisfied by conditions 4a-4d)
e Boolean variable (N;4.active): indicates whether
node N;4 is active or not.
Cell-value table also contains following three informa-
tion.

o Cell,, : the list of cell covered by node n; (table

owner)

e Covered Node ID : ID of n;’s active neighbor

nodes which covers Cell, ,
e Cell Value : the total number of node covering
Celly

For example, in Fig. 2, the network sized is 12x6
and containing 4 nodes, ‘A’ ‘B’ ‘C” and ‘D’ locating
on [3,4], [4,3], [5,4] and [10,3], respectively.

In this figure, if sensor covers full areas of cell, the
cell value will be counted as 1 and more if there are
other nodes also covered that cell. Otherwise, the cell
will be called as uncovered-cell (‘-").

Table 1-2 shows the Neighbor Table and Cell Value
Table for node ‘A’ after finishing information ex-
changing process among neighboring sensors. The
process of the proposed protocol will be explained in
the next sub-section.

4.2 Coverage Maximization with Sleep Schedul-

ing (CMSS)

Only the first round, all sensors have to exchange
their own coordinates by sending out a coordinate
message with transmission power 2Rs. This message
contains sender id and sender’s coordinate. Nodes
receiving this message calculate and update their own
neighbor table as described in previous subsection.

For each round, each sensor n; first clear its cell-
value table and set Nj.active in neighbor table to
FALSE. After that, n; sets a hello-exchange timer
t0 thelloExchange and broadcasts a hello message with
the transmission power for distance 2R;.

Table 1: An example of neighbour table for node
‘A7
Neighbor Table for node A
ID Covered Cell Alive
(1,3], [1,4] , [2,2] , [2,3] , [2,4] , [2,5] , [3,2]
A 83, 341, 35, [4.3] , [4.4] e
(2,2] , [2,3] , [3,1] , [3,2] , [3,3] , [3,4] , [4,1]
B C42], 4,3, [44], [5.2] 5 [5,3] True
(3,3] , [3,4] , [4,2] , [4,3] , [4,4] , [4,5] , [5,2]
¢ L. 53], [54] . [5.5] . 6.3] . [6.4] rue
Table 2: An example of cell value table for node
‘A
Cell Value Table for node A
Cell | Covered Node ID | Cell Value
13 A 1
1.4 A 1
2,2 A.B 2
2,3 A, B 2
2.4 A 1
[2,5] A 1
(3,2] A,B 2
[3,3] A,B,C 3
[3.4] A,B,C 3
[3,5] A 1
[4,3] A, B,C 3
[4.4] A,B,C 3

A hello message contains sender id. It also indi-
cates that the sender is currently active mode (also
still alive). theiioEzchange 18 @ predefined time set
which must be long enough for all nodes to exchange
their information. When node n; received a hello
message from n;, it updates its own neighbor table by
setting n;.active to TRUE. After theiioExchange Wait-
ing time expired, n; updates its Cell-value table.

Sensor node having one or more of cell value with
value 1, or min(cell_value) equals to 1, is going to
be ACTIVE silently and finished its process for this
round.

For a sensor node n;, its waiting time W; is expressed
as Eq. (8), where Wy, is the predefined maximum
waiting time, F; is the residual energy of the node n;,
and F,q, is the maximum or initial energy of node.
When n;’s waiting time is expired, n; sends out a
sleep message containing its own ID with transmis-
sion power for distance 2R, and enters sleep mode.
Any nodes that the waiting time has not expired yet
(still working as active node), after receiving a sleep
message from n;, then update their own neighbor ta-
bles by setting Nj.active = FALSE and update new
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Fig.3: Operation flowchart of CMSS Protocol.

cell-value table again.

E;
Wi = Wmuw 8
( Erax > ( )

After having new cell-value table, if the wait-
ing node has a cell that Cell Value = 1, or
min(cell_value) = 1, the node is going to be AC-
TIVE silently. Otherwise, it would wait for the ex-
piration of waiting time. The flowchart for CMSS is
given in Fig. 3. This proposed flowchart ensures that
the network achieves the optimization formulation as
Eq. (5) because sensor node i can enter sleep mode
only when there is at least one neighbor sensor node
covering all the cells of sensor i. If min(cell_value) is
greater than 1, then it sets another waiting time, W;,
depending on its own residual energy. Waiting for
the expiration of waiting time then enter sleep mode
leads to not having the number of active sensors more
than necessary as required by Eq. (6).

This waiting time achieves the optimization for-
mulation as Eq. (7) by making the sensors with
min(cell_value) greater than 1 balancing energy as
much as possible. Sensors with low residual energy
would have less waiting time to enter sleep mode than
sensors with high residual energy. However, we are
unable to control the energy fairness of sensors of
which min(cell_value) is equal to 1 because these sen-
sors have to enter active mode every round in order
to make the network fully covered.

5. PERFORMANCE EVALUATION

Our simulations are performed using MATLAB.
We compare the CMSS with LDCC [10] and MSCR
[11] with k equal to 1. Both of them have been briefly
explained already in Section 2. The important pa-
rameters are shown in Table 3.

To evaluate the performance of these protocols, we
vary the number of nodes, N, and R, parameters. N
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Table 3: Simulation Parameters.

Parameter Value
Network size 100 x 100 m
Grid unit length 1m
Number of sensor nodes (N) 100 - 1000
Node Deployment Random
Initial Energy 1J
Eelec 50 nJ/bit
Efs 10 pJ/bit/m?
Emp 0.0013 pJ/bit/m?*
Overhead Packet Size 32 bytes
Rs 10 m
R 20 m for MSCR and CMSS

¢ 20, 30 m for LDCC

are 100, 200, 300, 400, 500, 1000. R, is 20m and 30m.
The experiments take 500 iterations and are averaged
over 10 results. In CMSS and MSCR, the results show
only for R. = 20, longer R, would not gain any perfor-
mance advantages. On the other hands, LDCC, the
value of R, highly affects to the performance of net-
work. Since we want the ensure connectivity among
the sensors for all protocols (R, must be at least 2R;),
therefore Rc less than 20 m is not evaluated in the
simulation. Please note that LDCC [10] and MSCR
[11] as well as CMSS, the values of R. and R, are
fixed. In contrast, protocol C3 [16] requires sensor
nodes to be equipped with transmitter that can ad-
just the value R, at any time. Therefore we neglect
C3 in this simulation.
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Number of deployed sensor nodes
Fig.4: Percentage of coverage area with different

number of deployed sensor nodes.

5.1 Sensing Coverage Area

In Fig. 4, selected active nodes of our protocol and
MSCR has the same coverage ratio as when all nodes
are active. Because of randomly deployment, when
the number of sensors in the network is not dense
enough, i.e., sensor = 100 nodes, the coverage area is
not fully covered the whole areas.

Hence, the coverage ratio of our protocol and
MSCR are 91.97 percent. For LDCC with R, = 20,
the area cannot be fully covered as some nodes are

going to be sleep mode when it receives an active mes-
sage from other nodes with the same hop count twice.
The node does not care whether how much they over-
lap its sensing area. When R, = 30 in LDCC, the
coverage area is obviously worse than R, = 20. It
shows that with LDCC, using high communication
range would reduce coverage area of the network.

5.2 Overhead Energy Consumption

Fig. 5 shows the overhead energy consumption in
each round. Obviously, energy dissipation of MSCR
is high because every node uses the large energy in
order to get information for decision which mode it
should be. It has to send out a gossip message to all of
the neighbors and wait for a reply message. In CMSS,
each node just sends out a hello message. Then it uses
the back-off time technique and the node’s tables to
make a decision. In LDCC, the major problem is
also about the value of sensor’s communication range
(R.). The overhead energy consumption when R, =
30 is more than R, = 20 approximately 90 percent.

To see that the overhead energy consumption re-
sults significantly affect to the network lifetime, in
Fig 6, we show the network lifetime (Round) of each
protocol. A number of round is calculated by Initial
Energy / Overhead Energy Consumption per Round.

0.01 T
CMSS =—d—

0.009 |- LDCC (Re=20) —6—
LDCC (Re=30) ==
0.008 MSCR B
0.007 - —
0.006 —
0.005 - q

0.004 - T

Overhead Energy per Round (1)

0.003 - T

0.002 - 3
0.001 —5
I L L

100 200 300 400 500

Number of deployed sensor nodes

Fig.5: Overhead energy consumption per round with
different number of deployed sensor nodes.

In fig 6, all sensors initially set their energy to
0.01 J. It shows that CMSS and MSCR which have
the same coverage radio, CMSS has network lifetime
longer than MSCR approximately 3.6, 4.5, 5.2, 5.6,
6.2, 7.6 times when N = 100, 200, 300, 400, 500 and
1000, respectively.

Although some cases for LDCC when R, = 20 have
the network lifetime longer than CMSS, the network
area is not be fully covered like CMSS.

5.3 Number of active nodes

This factor also affects to network lifetime. Net-
work with high number of selected active nodes would
also have high dissipated energy for transmitting data
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Fig.6:  Network Lifetime (Round) with different
number of deployed sensor nodes.

to the base station. In Fig. 7, between our pro-
tocol and MSCR, which get the full coverage areas,
the number of selected active nodes of our protocol
CMSS is less than MSCR because of the overlapped-
calculating algorithm. In case of MSCR, they define
that a node which is calculated the overlapping area
must be within its Rs not ‘2R,’. This means some
nodes will lose opportunities to enter sleep node. In
contrast, our protocol defines that a node which is
calculated must be within its 2R. It leads to having
a less number of active node than MSCR.

T

CMSS —A—
LDCC (Re=20) —8—
140 = pcc (Rc=30) —¥—
MSCR

Mumber of selected active nodes
@
z
T
b
P

0 I L L I
100 200 300 400 500 1000

Number of deployed sensor nodes

Fig.7: Number of selected active nodes with different
number of deployed sensor nodes.

Although LDCC has the number of active nodes
less than our protocol, the area is not be fully cov-
ered like CMSS. Besides, the same weakness of LDCC
(value of communication range) still occurs.

5.4 Energy Balancing

In this paper, we use standard deviation (S.D.) to
indicate energy balancing among sensors. In Fig §,
CMSS has S.D. less than MSCR because of waiting
time calculation. For CMSS, a node with high resid-
ual energy will have the waiting time longer than a
node with low residual energy. It makes the selected
active node have their own residual energy as much
as possible.

0.01 T T T
CMSS =

0.009 LDCC (Re=20) =—6—
LDCC (Re=30) =—H—
0.008 MSCR B
0.007
0.006

0.005

Standard Deviation

0.003

0.002

0.001

0 L I L
100 200 300 400 500 1000

Number of deployed sensor nodes

Fig.8: Standard deviation of nodes’ residual energy
with different number of deployed sensor nodes.

However, the reason that LDCC has S.D. less than
CMSS and MSCR because the networks using LDCC
don’t guarantee full-covering network. It means some
nodes don’t have to become active mode in every sin-
gle round to save the coverage area of network. For
LDCC, the waiting time is randomly set (not depen-
dent on residual energy of a node).

5.5 Data Transmission Error

One of the assumptions made in this paper is per-
fect transmission of data on a node-to-node wireless
link.

L - e
9o i
80 -

70 - —

60 — —

50 - —

40 - 4
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Percentage of coverage area (%)

20 - il
Tx Error Rate = 0.00 —&—
10 Tx Error Rate = 0.05 —&— 7
Tx Error R?te =0.10 —¥—

i
100 200 300 400 500 1000

Number of deployed sensor nodes

Fig.9: Percentage of coverage area by CMSS with
transmission errors.

However, in the real implementation, there are
some interferences and refraction of electromagnetic.
These cause data which are sent from sender not be
able to reach to receivers. Hence, we consider a simple
uniform transmission error model with fixed trans-
mission error rates. We make experiments by apply-
ing the error rates during sensors receiving a sleep
message from the other sensor.

In Fig 9, the transmission error causes the network
lose some coverage area. When a sensor doesn’t re-
ceive a sleep message from neighbor node, it always
understands that its cell_value is more than 1 and it
is still waiting for the expiration of waiting time and
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Fig.10: Number of selected active nodes by CMSS
with transmission errors.

falsely enter sleep mode. Actually, if this sensor re-
ceived a sleep message, its cell_value might be equal
to 1 after updating and this sensor should enter active
mode.

In Fig 10, there is a trade-off between coverage
area ratio and the number of selected active nodes
as we explain in 5.3. When there are few sensors in
the network such as 100 sensor, the data transmission
errors scarcely affect to the network performance. In
contrast, when there are many sensors such as 1000
sensors, these errors significantly affect to the network
performance. This subject is going to be focused in
future works.

6. CONCLUSION & DISCUSSION
6.1 Conclusion

In this paper, we have introduced a sleep-
scheduling protocol for wireless sensor networks
(CMSS) which can guarantee whether the area of net-
work will be fully covered by selected active sensors.
Each sensor exchanges information with its neighbor-
ing sensors and set the waiting time. During sensor’s
waiting time, a sensor can receive a sleep message
from neighbor nodes. When a sensor received the
messages, it updates its own neighbor and cell value
table. If sensor’s min(cell_value) after updating is
equal to 1, it becomes active mode silently. Other-
wise, it will wait for the expiration of waiting time
and then switches its mode to sleep. The results
show that networks using CMSS protocol are fully
covered by sensors as much as possible, the same as
MSCR. Whereas, CMSS can extend the network life-
time more than MSCR significantly. Sensors in the
network using CMSS make their own decision by ap-
plying back-off timer technique so that they can re-
duce their overhead energy consumption. Moreover,
CMSS can reduce the number of selected active nodes
which leads to having a less number of messages used
for sending data to the base station.

6.2 Discussion

Using computer simulation may not show some
problems occurring in real implementation. Hence,
the protocol’s procedures may not be able to avoid
and fix those problems. The following subjects need
to be researched in deep to improve the efficiency of
CMSS in the future.

A. Localization Errors

A sensor needs some hardware, such as GPS
module, to indicate the location. In the real
world, these hardware may have errors. A re-
sult of location from hardware doesn’t always be
equal to real location. In the future, we are go-
ing to study about effects to the performance of
CMSS protocol.
B. Synchronizing

In this paper, the operation of CMSS is divided
into rounds. The operation begins next round
when all sensors in current round finish deciding
which mode it should be.
C. Hidden Terminal Problem

For hello message exchanging process operating
only the first round, if this problem occurs, the
network still continues to operate but the neigh-
bor table of some nodes will have incomplete in-
formation. Because of this process operate only
the first round, those incomplete neighbor table
will always be the same. Besides, a sensor having
incomplete neighbor table will lose an opportu-
nity to become sleep mode as there are less sen-
sors calculated overlapped area

For a sensor broadcasting a sleep message, a

receiver sensor will become sleep mode if it up-
date their own cell-value table after receiving a
sleep message and has min(cell_value) is equal to
1, in fact. However, if hidden terminal problem
occurs, receiver node will understand that its own
cell value is still more than 1. Then the node de-
cides not to become sleep mode. This situation
leads the network lose the coverage area ratio im-
mediately.
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