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Bayesian Belief Network
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ABSTRACT

This research paper presents a packet header
anomaly detection approach by using Bayesian be-
lief network which is a probabilistic machine learning
model. A DARPA dataset was tested for the perfor-
mance evaluation in the packet header anomaly de-
tection or DoS intrusion-type. In this respect, the
proposed method using Bayesian network gives an
outstanding result determining a very high detection
rate of reliability at 99.04 % and precision at 97.33 %
on average.

Keywords: Keywords: Bayesian network, Bayesian
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1. INTRODUCTION

There are several threats on the network on nowa-
days which may harm the data such as viruses,
worms, etc. Therefore, it is necessary to provide the
intrusion detection in order to increase the efficiency
of network security. In this regard, there have been
many different models from previous studies related
to intrusion detection, statistics and machine learn-
ing model, for example. For each of them, statistical
data of the detection were collected and then were
analyzed to determine the relation of variables that
caused the intrusion.

In order for determining the rule relationship of a
intrusion detection system, the studies of the struc-
ture of data and properties of intrusion are needed.
However, almost of the data on the network were
based on ’Header’ that the researcher was interested
in by observing their relation and the effect that
causes the abnormal model on the network.

In this research, we have constructed a model of
Bayesian belief network, simply called Bayesian net-
work, to determine the structure of data relationship,
more specifically a field factor of header, to detect and
analyze if the data is abnormal and probably intrudes
into the computer network.

Manuscript received on December 12, 2006 ; revised on
March 21, 2007.

1The authors are with the 64 UdonThani Rajab-
hat University, Udonthani, Thailand, 41000; E-mail :
mong khon@hotmail.com

2The author is with the Department of Computer Sci-
ence, Khon Kaen University, Thailand, 40002; E-mail :
wongsar@kku.ac.th

2. BAYESIAN NETWORK

It is a method of learning network construction,
using a probabilistic theory based on Bayes Theorem
to assist the hypothesis learning of condition inde-
pendent between the variables or the properties, with
prior knowledge and teaching examples for learning
process effectively [1].

The study network can set the prior knowledge
to the network structure on the Bayesian network
and show the result in a directed acyclic graph-DAG,
which can indicates the variables relied or relied not
on others, and Conditional Probability Table - CPT).
An example of Bayesian network and CPT is shown
in fig. 1.

Fig.1: An example of Bayesian network [1]

2.1 Bayes Theorem

Let A and B be any events. Probability of A when
knows B (probability of event A happened under con-
dition of event B) equals P(A | B).

P(A | B) =
P (B|A)P (A)

P (B) (1)

From Formula 1, P refers to prior probability and
P(A|B) refers to posterior probability. The prior
probability was the value from primary data. The
posterior probability was the probability value ad-
justed by changing values. Due to Bayes Theorem,
each probability was able to be analyzed, when the
set of teaching examples were true, that would helped
making the best choice of hypothesis that was Maxi-
mum A Posterior hypothesis (MAP).
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hMAP = arg max P(h|D)
h∈H

= arg max
P (D|h)P (h)

P (D) (2)

h∈H
= arg max P(D|h)P(h) (3)

h∈H
When H was the vector space of all hypotheses,

arg max f(x) was function which returned the f(x)
value from Bayes Theorem as in Formula 2. Due to
every hH had the same P(D) value, this can leave
P(D) and got the Formula 3, that was hMAP which
volumed the P(D|h)P(h) value up to the best choice
of hypothesis.

There is another method by Bayes, or hML (Max-
imum Likelihood hypothesis), as shown in Formula
4, which represented the posterior probability that
the probability value was adjusted without the prior
probabilty.

hML = arg max P(h|D) (4)
h∈H

2.2 Bayesian Learning

It is the network structure finding and/or CPT
tables which are likely correlated to the teaching ex-
amples. Problems of Bayes learning network are 2
cases:

2.2.1 Structure Learning

It is the process of learning value adjustment of
Bayesian network structure. The 2 ways of making
the structures are constrain-based and search-and-
score. [2, 10]

1. Constrain-based is a Bayesian network con-
structing made by connecting all nodes (full con-
nected) and then erasing unconditional independent
relations.

2. Search-and-score is a Bayesian network con-
structing that finds all directed acyclic graphs (DAG),
then analyses each graph value and selects the best
graph.

2.2.2 Parameter Learning

Structure from structure learning part was ad-
justed by each variable, called node, in the Bayesian
network. Results of each node are in probability ta-
ble, called Conditional Probability Table - CPT.

3. EXPERIMENTS

3.1 Data preprocessing

It was the process of transforming raw data to the
data used when analyzing. In this research, the raw
data was taken from 1999 Dataset of DARPA Eval-
uation offline [5] which was the data recorded by the
simulated network in DARPA. The structure of data

used in the analyzing was the packet data in tcpdump
pattern as shown in fig. 2.

Fig.2: Example of data in tcpdump model

Due to the tcpdump model of data contained high
capacity of memory and was not able to applied to
the experiment, the researcher had changed the form
of data and then filtered them for the specific data
used in this research, or called field of packet header,
to determine the structure of Bayesian network from
the field of packet header variable of PHAD [6] which
consisted of 33 fields and was divided into 5 types as
followed:

- Ethernet Header consisted of Ethernet Size, Eth-
ernet Destination High, Ethernet Destination Low,
Ethernet Source High, Ethernet Source Low and Eth-
ernet Protocol

- IP Header consisted of IP Header Length, IP TOS,
IP Length, IP Fragment ID, IP Fragment Pointer, IP
TTL, IP Protocol, IP Checksum, IP Source and IP
Destination

- TCP Header consisted of TCP Source Port, TCP
Destination Port, TCP Sequence, TCP Acknowledge-
ment, TCP Header Length, TCP Flag UAPRSF,
TCP Window Size, TCP Checksum, TCP URG
Pointer and TCP Option

- UDP Header consisted of UDP Source Port, UDP
Destination Port, UDP Length and UDP Checksum

- ICMP Header consisted of ICMP Type, ICMP Code
and ICMP Checksum

When studying the Protocol TCP/IP and the
property of data frame encapsulated in the DARPA
computer network that was important to each header,
the researcher had selected those fields of header, or
variables, and studied the relation of the headers. Af-
ter that, the selected variables were brought to con-
struct Bayesian network which were considered by the
relations of variables, and then were brought to the
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experiment. They are IP TTL, IP Lenght, IP Frag-
ment Pointer, IP Protocol, Checksum, Source Port,
Destination Port and Attack type, shown in example
of data in Table 1.

In the data preparing process, there were 4,895 sets
of data; 3,302 of them were normal and other 1,593
were abnormal, that can be divided into 10 categories
that were apache2, back, crash, dosnuke, mailbomb,
neptune, processtable, smurf, udpstrom and teardrop
[4, 9]

In this research, the data were divided into 2
groups that were:

- Data group of training (80% of all data)

- Data group of testing (20% of all data)

3.2 Bayesian Learning

Fig.3: Bayesian network structure

3.2.1 Structure Learning

It is the process of adjusting the value of prepared
data in table 1. In some cases, variables were contin-
uous; the data were adjusted to discrete by using the
range adjusting to the relation of data.

The process of adjusting the learning structure
used the greedy algorithm [8] with computing score
of K2- algorithm [2, 8] and the properties of field of
packet header that previously determined the rela-
tions to gain more efficiency. The experimental out-
comes are shown in Bayesian network structure in fig.
3.

3.2.2 Parameter Learning
It is the process of taking data and Bayesian net-

work structure from the previous structure learning
to adjust the value of parameter learning for learn-
ing of each variable, or node, using the Expectation
Maximization Algorithm (EM) [3, 7] in the adjust-
ing value of parameter learning and resulting in the
conditional probability table (CPT) of each node in
Bayesian network as shown in fig. 4.

Fig.4: Bayesian network and CPT table
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3.3 Experimental Outcomes

According to this research, 8 variables and 3,921
set of training data; 2,642 are normal and 1,279 are
abnormal. The outcomes are shown in Table 2.

3.4 Summary

From the experiment, it was found that Bayesian
network structure constructed was able to represent
the less using of network systems. To examine the
correctness of intrusion detection or anomaly detec-
tion, Confusion Matrices [10] with reliability value
and precision value were used in the efficiency test.
In this research, the data examined were 974 sets of
data prepared; 660 of them were normal and 314 sets
from 10 categories were abnormal. The results of the
efficiency test are shown in Table 3.

From Table 3, types of intrusion or anomaly like
apache2, crashiis and abnormal data were examined
for the precision value which resulted to 93.18, 78.95
and 98.48 percent as in order. In conclusion, the ef-

ficiency test of intrusion detection or anomaly detec-
tion of Packet on the DARPA network system had
the average reliability value of 99.04 % and average
precision value of 97.33 %.

4. CONCLUSIONS

In this research study, researcher has experimented
by taking parts of the data on a real DARPA network
system under the intrusion of DoS and normal data.
In the next research, the following studies are recom-
mended.

1. Use sets of data of other different intrusions,
besides those already examined, to increase the effi-
ciency of working. Then, involve other variables to
the fundamental variables to gain more efficiency of
Bayesian network constructing.

2. Time when analyzing the data on the Bayesian
network constructing is not studied. In case of huge
amount of data, the system may be slow down.
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