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ABSTARCT 
  Different population characteristics of the auxiliary variables have so far been 
employed to develop ratio estimators for estimating population mean of the study variable. 
This article comprises developing some new modified ratio estimators using the linear  
combinations of coefficient of variation, population correlation coefficient and deciles of the 
auxiliary variable. The mean square errors of all the proposed ratio estimators and the efficiency 
conditions are also derived. Numerical illustrations have been made to support the findings of 
the study. From theoretical and numerical findings, it is noted that the proposed estimators 
are more efficient as compared to all the existing estimators used in this study. 
 
Keywords: bias, coefficient of variation, correlation coefficient, deciles, mean squared error, 
population 
 
1. INTRODUCTION 
 A process used in statistical analysis in which a predetermined number of observations 
are taken from a larger population is called sampling. The purpose is to reduce the cost and/or 
the amount of work that it would take to survey the entire target population. In survey 
research, there are situations when the information is available on every unit in the population. 
If a variable that is known for every unit of the population is not a variable of interest but is 
instead employed to improve the sampling plan or to enhance estimation of the variables of 
interest, then it is called an auxiliary variable. The term auxiliary variable is most commonly 
associated with the use of such variables which are available for all the units in the population, 
in ratio, product and regression estimation. Auxiliary information is often used to improve the 
efficiency of estimators in survey sampling. The ratio estimator is most effective for estimating 
population mean when there is linear relationship between study variable and auxiliary variable 
in the form of positive correlation. The variable of interest or the variable about which we 
want to draw some inference is called a study variable. 
 Consider a finite population 𝑈𝑈 = {𝑈𝑈1,𝑈𝑈2,𝑈𝑈3, … ,𝑈𝑈𝑁𝑁} of 𝑁𝑁distinct and identifiable units. 
Let 𝑌𝑌 be the study variable with value 𝑌𝑌𝑖𝑖 measured of 𝑈𝑈𝑖𝑖 ,𝑖𝑖 = 1,2, … ,𝑁𝑁 giving a vector 
 𝑌𝑌 = {𝑌𝑌1,𝑌𝑌2,𝑌𝑌3, … ,𝑌𝑌𝑁𝑁}. The objective is to estimate population mean �̅�𝑌 = 1

𝑁𝑁 ∑ 𝑌𝑌𝑖𝑖𝑁𝑁
𝑖𝑖=1  on the basis 

of a random sample. If the population parameters of the auxiliary variable 𝑋𝑋 such as population 
mean, co-efficient of variation, co-efficient of kurtosis, co-efficient of skewness, median, 
quartiles, population correlation coefficient, deciles etc., are known. We provide here the 
complete list of notations to be used in this paper: 
 
NOMENCLATURE 
Roman 
 𝑁𝑁  Population size     
 𝑛𝑛  Sample size 
 𝑓𝑓 = 𝑛𝑛 𝑁𝑁⁄  Sampling fraction  
 𝑋𝑋  Auxiliary variable 
 𝑌𝑌  Study variable  
 𝑋𝑋  Auxiliary variable 
 �̅�𝑋, �̅�𝑌 Population means   
 �̅�𝑥, �̅�𝑦 Sample means 
 𝑥𝑥,𝑦𝑦 Sample totals 



 Chiang Mai J. Sci. 2016; 43(1)258

 
 

ABSTARCT 
  Different population characteristics of the auxiliary variables have so far been 
employed to develop ratio estimators for estimating population mean of the study variable. 
This article comprises developing some new modified ratio estimators using the linear  
combinations of coefficient of variation, population correlation coefficient and deciles of the 
auxiliary variable. The mean square errors of all the proposed ratio estimators and the efficiency 
conditions are also derived. Numerical illustrations have been made to support the findings of 
the study. From theoretical and numerical findings, it is noted that the proposed estimators 
are more efficient as compared to all the existing estimators used in this study. 
 
Keywords: bias, coefficient of variation, correlation coefficient, deciles, mean squared error, 
population 
 
1. INTRODUCTION 
 A process used in statistical analysis in which a predetermined number of observations 
are taken from a larger population is called sampling. The purpose is to reduce the cost and/or 
the amount of work that it would take to survey the entire target population. In survey 
research, there are situations when the information is available on every unit in the population. 
If a variable that is known for every unit of the population is not a variable of interest but is 
instead employed to improve the sampling plan or to enhance estimation of the variables of 
interest, then it is called an auxiliary variable. The term auxiliary variable is most commonly 
associated with the use of such variables which are available for all the units in the population, 
in ratio, product and regression estimation. Auxiliary information is often used to improve the 
efficiency of estimators in survey sampling. The ratio estimator is most effective for estimating 
population mean when there is linear relationship between study variable and auxiliary variable 
in the form of positive correlation. The variable of interest or the variable about which we 
want to draw some inference is called a study variable. 
 Consider a finite population 𝑈𝑈 = {𝑈𝑈1,𝑈𝑈2,𝑈𝑈3, … ,𝑈𝑈𝑁𝑁} of 𝑁𝑁distinct and identifiable units. 
Let 𝑌𝑌 be the study variable with value 𝑌𝑌𝑖𝑖 measured of 𝑈𝑈𝑖𝑖 ,𝑖𝑖 = 1,2, … ,𝑁𝑁 giving a vector 
 𝑌𝑌 = {𝑌𝑌1,𝑌𝑌2,𝑌𝑌3, … ,𝑌𝑌𝑁𝑁}. The objective is to estimate population mean �̅�𝑌 = 1

𝑁𝑁 ∑ 𝑌𝑌𝑖𝑖𝑁𝑁
𝑖𝑖=1  on the basis 

of a random sample. If the population parameters of the auxiliary variable 𝑋𝑋 such as population 
mean, co-efficient of variation, co-efficient of kurtosis, co-efficient of skewness, median, 
quartiles, population correlation coefficient, deciles etc., are known. We provide here the 
complete list of notations to be used in this paper: 
 
NOMENCLATURE 
Roman 
 𝑁𝑁  Population size     
 𝑛𝑛  Sample size 
 𝑓𝑓 = 𝑛𝑛 𝑁𝑁⁄  Sampling fraction  
 𝑋𝑋  Auxiliary variable 
 𝑌𝑌  Study variable  
 𝑋𝑋  Auxiliary variable 
 �̅�𝑋, �̅�𝑌 Population means   
 �̅�𝑥, �̅�𝑦 Sample means 
 𝑥𝑥,𝑦𝑦 Sample totals 

 
 

 𝑆𝑆𝑥𝑥 = √∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁 , 𝑆𝑆𝑦𝑦 = √∑ (𝑌𝑌𝑖𝑖−�̅�𝑌)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁     Population standard deviations for 𝑋𝑋 and 𝑌𝑌 
 𝑆𝑆𝑥𝑥𝑦𝑦   Population covariance between 𝑋𝑋 and 𝑌𝑌  
 𝐶𝐶𝑥𝑥 = 𝑆𝑆𝑥𝑥

�̅�𝑋 , 𝐶𝐶𝑦𝑦 = 𝑆𝑆𝑦𝑦
�̅�𝑌   Coefficient of variation for 𝑋𝑋 and 𝑌𝑌  

 𝐵𝐵(. )   Bias of the Estimator  
 𝑀𝑀𝑆𝑆𝑀𝑀(. )   Mean square error of the estimator 
 𝐷𝐷𝑠𝑠 = 𝑠𝑠 × ((𝑁𝑁+1))

10 th value    Decile of auxiliary variable 

 ˆ
iY  Existing estimators of Kadilar and Cingi [2, 3], Yan and Tian [14] 

 ˆ
DjY  Existing estimators Subramani and Kumarapandiyan [12] 

 ˆ
pkY  Proposed estimator of class-I  

 ˆ
plY  Proposed estimator of class-II 

Subscript 
 𝑖𝑖 For existing estimator of Kadilar and Cingi [2, 3], Yan and Tian [14] 
 𝑗𝑗 For existing estimator of Subramani and Kumarapandiyan [12] 
 𝑘𝑘 For proposed estimator of class-I 
 𝑙𝑙 For proposed estimator of class-II 
Greek 
 𝜌𝜌 = 𝑆𝑆𝑥𝑥𝑦𝑦

𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦
        Coefficient of correlation  

 𝛽𝛽1 = 𝑁𝑁∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)3𝑁𝑁
𝑖𝑖=1

(𝑁𝑁−1)(𝑁𝑁−2)𝑆𝑆3
   

Coefficient of skewness of auxiliary variable 

 𝛽𝛽2 = 𝑁𝑁(𝑁𝑁+1)∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)4𝑁𝑁
𝑖𝑖=1

(𝑁𝑁−1)(𝑁𝑁−2)(𝑁𝑁−3)𝑆𝑆4 −
3(𝑁𝑁−1)2

(𝑁𝑁−2)(𝑁𝑁−3) Coefficient of kurtosis of auxiliary variable 

 Based on the above mentioned notations, the mean ratio estimator for estimating the 
population mean, �̅�𝑌, of the study variable 𝑌𝑌 is defined as 

   �̂̅�𝑌𝑟𝑟 = �̅�𝑦
�̅�𝑥 �̅�𝑋     (1) 

 The bias, constant and the mean square error (MSE) of the ratio estimator are respectively 
given by 

𝐵𝐵(�̂̅�𝑌𝑟𝑟) = (1−𝑓𝑓)
𝑛𝑛

1
�̅�𝑋 (𝑅𝑅𝑆𝑆𝑥𝑥

2 − 𝜌𝜌𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦), 𝑅𝑅 = �̅�𝑌
�̅�𝑋 𝑀𝑀𝑆𝑆𝑀𝑀(�̂̅�𝑌𝑟𝑟) = (1−𝑓𝑓)

𝑛𝑛 (𝑆𝑆𝑦𝑦2 + 𝑅𝑅2𝑆𝑆𝑥𝑥2 − 2𝑅𝑅𝜌𝜌𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦) 

 The ratio estimator given in (1) is used for improving the precision of the estimate of the 
population mean compared to simple random sampling whenever a positive correlation exist 
between the study variable and the auxiliary variable. Cochran [1] suggested a classical ratio 
type estimator for the estimation of finite population mean using one auxiliary variable under 
simple random sampling scheme. Murthy [4] proposed a product type estimator by considering 
dual property like ratio method of estimation where �̅�𝑥and �̅�𝑦are unbiased estimators of the 
population means �̅�𝑋 and respectively. He suggested that the one should used product estimator 
to estimatethe population mean or total of study variable y by using auxiliary information when 
coefficient of correlation is negative. Prasad [5] proposed ratio type estimator when values of 
coefficient of variation of study variable, coefficient of variation of auxiliary variable and the 
population correlation coefficient 𝜌𝜌 is at hand. Rao [6] suggested difference type estimator that 
performs better than conventional linear regression estimator and get an improvement as 
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compared to ratio and regression estimators. Singh and Tailor [8] proposed a family of 
estimators using known values of some parameters by using SRSWOR for estimation of  
population mean of the study variable. Singh et.al [9], Sisodia and Dwivedi [10] utilized 
coefficient of variation of the auxiliary variate. Upadhyaya and Singh [13] derived ratio type 
estimators using coefficient of variation and coefficient of kurtosis of the auxiliary variate. 
Further improvements are achieved by introducing a large number of modified ratio estimators 
with the use of known coefficient of variation, coefficient of kurtosis, coefficient of skewness, 
deciles, etc. In addition, you can also see the work of Rana et al. [11] which developed a new 
measure of central tendency based on deciles. 
 The organization of this article is as follows: In Section 2, we describe about the existing 
estimators. In Section 3, we provide the structure of our proposed modified ratio estimator 
and the efficiency comparison of the proposed estimator with the existing estimator. In Section 
4, we provide an empirical study of our proposed estimator. Finally, we close with a summary 
conclusion in the last section. In the next section, we give the biases, constants and the mean 
squared errors of the existing modified ratio estimator. 
 
2. MATERIALS AND METHODS 
 Kadilar and Cingi [2] suggested the following ratio estimators for the population mean �̅�𝑌 
of the variate of interest y in simple random sampling using some auxiliary information. 
�̂̅�𝑌1 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

�̅�𝑥 �̅�𝑋, �̂̅�𝑌2 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝐶𝐶𝑥𝑥) (�̅�𝑋 + 𝐶𝐶𝑥𝑥),  

�̂̅�𝑌3 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽2) (�̅�𝑋 + 𝛽𝛽2), �̂̅�𝑌4 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽2+𝐶𝐶𝑥𝑥) (�̅�𝑋𝛽𝛽2 + 𝐶𝐶𝑥𝑥), 

�̂̅�𝑌5 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝛽𝛽2) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of the Kadilar and Cingi [2] are given 
below: 

𝐵𝐵(�̂̅�𝑌1) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅1

2, 𝐵𝐵(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅2

2,
 
𝐵𝐵(�̂̅�𝑌3) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅3

2, 𝐵𝐵(�̂̅�𝑌4) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅4

2,
 

 𝐵𝐵(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅5

2. 

𝑅𝑅1 = �̅�𝑌
�̅�𝑋, 𝑅𝑅2 = �̅�𝑌

(�̅�𝑋+𝐶𝐶𝑥𝑥) ,𝑅𝑅3 = �̅�𝑌
(�̅�𝑋+𝛽𝛽2) , 

𝑅𝑅4 = �̅�𝑌𝛽𝛽2
(�̅�𝑋𝛽𝛽2+𝐶𝐶𝑥𝑥) ,𝑅𝑅5 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝛽𝛽2). 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌1) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅12𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅22𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌3) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅32𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌4) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅42𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅52𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Kadilar and Cingi [3] also developed some modified ratio estimators using coefficient of 
correlation which are shown below:  

�̂̅�𝑌6 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
�̅�𝑥 (�̅�𝑋 + 𝜌𝜌), �̂̅�𝑌7 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝐶𝐶𝑥𝑥+𝜌𝜌) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝜌𝜌),
 
�̂̅�𝑌8 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝐶𝐶𝑥𝑥) (�̅�𝑋𝜌𝜌 + 𝐶𝐶𝑥𝑥), 

 �̂̅�𝑌9 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝛽𝛽2+𝜌𝜌) (�̅�𝑋𝛽𝛽2 + 𝜌𝜌), �̂̅�𝑌10 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝛽𝛽2) (�̅�𝑋𝜌𝜌 + 𝛽𝛽2).
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 𝑆𝑆𝑥𝑥 = √∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁 , 𝑆𝑆𝑦𝑦 = √∑ (𝑌𝑌𝑖𝑖−�̅�𝑌)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁     Population standard deviations for 𝑋𝑋 and 𝑌𝑌 
 𝑆𝑆𝑥𝑥𝑦𝑦   Population covariance between 𝑋𝑋 and 𝑌𝑌  
 𝐶𝐶𝑥𝑥 = 𝑆𝑆𝑥𝑥

�̅�𝑋 , 𝐶𝐶𝑦𝑦 = 𝑆𝑆𝑦𝑦
�̅�𝑌   Coefficient of variation for 𝑋𝑋 and 𝑌𝑌  

 𝐵𝐵(. )   Bias of the Estimator  
 𝑀𝑀𝑆𝑆𝑀𝑀(. )   Mean square error of the estimator 
 𝐷𝐷𝑠𝑠 = 𝑠𝑠 × ((𝑁𝑁+1))

10 th value    Decile of auxiliary variable 

 ˆ
iY  Existing estimators of Kadilar and Cingi [2, 3], Yan and Tian [14] 

 ˆ
DjY  Existing estimators Subramani and Kumarapandiyan [12] 

 ˆ
pkY  Proposed estimator of class-I  

 ˆ
plY  Proposed estimator of class-II 

Subscript 
 𝑖𝑖 For existing estimator of Kadilar and Cingi [2, 3], Yan and Tian [14] 
 𝑗𝑗 For existing estimator of Subramani and Kumarapandiyan [12] 
 𝑘𝑘 For proposed estimator of class-I 
 𝑙𝑙 For proposed estimator of class-II 
Greek 
 𝜌𝜌 = 𝑆𝑆𝑥𝑥𝑦𝑦

𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦
        Coefficient of correlation  

 𝛽𝛽1 = 𝑁𝑁∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)3𝑁𝑁
𝑖𝑖=1

(𝑁𝑁−1)(𝑁𝑁−2)𝑆𝑆3
   

Coefficient of skewness of auxiliary variable 

 𝛽𝛽2 = 𝑁𝑁(𝑁𝑁+1)∑ (𝑋𝑋𝑖𝑖−�̅�𝑋)4𝑁𝑁
𝑖𝑖=1

(𝑁𝑁−1)(𝑁𝑁−2)(𝑁𝑁−3)𝑆𝑆4 −
3(𝑁𝑁−1)2

(𝑁𝑁−2)(𝑁𝑁−3) Coefficient of kurtosis of auxiliary variable 

 Based on the above mentioned notations, the mean ratio estimator for estimating the 
population mean, �̅�𝑌, of the study variable 𝑌𝑌 is defined as 

   �̂̅�𝑌𝑟𝑟 = �̅�𝑦
�̅�𝑥 �̅�𝑋     (1) 

 The bias, constant and the mean square error (MSE) of the ratio estimator are respectively 
given by 

𝐵𝐵(�̂̅�𝑌𝑟𝑟) = (1−𝑓𝑓)
𝑛𝑛

1
�̅�𝑋 (𝑅𝑅𝑆𝑆𝑥𝑥

2 − 𝜌𝜌𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦), 𝑅𝑅 = �̅�𝑌
�̅�𝑋 𝑀𝑀𝑆𝑆𝑀𝑀(�̂̅�𝑌𝑟𝑟) = (1−𝑓𝑓)

𝑛𝑛 (𝑆𝑆𝑦𝑦2 + 𝑅𝑅2𝑆𝑆𝑥𝑥2 − 2𝑅𝑅𝜌𝜌𝑆𝑆𝑥𝑥𝑆𝑆𝑦𝑦) 

 The ratio estimator given in (1) is used for improving the precision of the estimate of the 
population mean compared to simple random sampling whenever a positive correlation exist 
between the study variable and the auxiliary variable. Cochran [1] suggested a classical ratio 
type estimator for the estimation of finite population mean using one auxiliary variable under 
simple random sampling scheme. Murthy [4] proposed a product type estimator by considering 
dual property like ratio method of estimation where �̅�𝑥and �̅�𝑦are unbiased estimators of the 
population means �̅�𝑋 and respectively. He suggested that the one should used product estimator 
to estimatethe population mean or total of study variable y by using auxiliary information when 
coefficient of correlation is negative. Prasad [5] proposed ratio type estimator when values of 
coefficient of variation of study variable, coefficient of variation of auxiliary variable and the 
population correlation coefficient 𝜌𝜌 is at hand. Rao [6] suggested difference type estimator that 
performs better than conventional linear regression estimator and get an improvement as 

 
 

compared to ratio and regression estimators. Singh and Tailor [8] proposed a family of 
estimators using known values of some parameters by using SRSWOR for estimation of  
population mean of the study variable. Singh et.al [9], Sisodia and Dwivedi [10] utilized 
coefficient of variation of the auxiliary variate. Upadhyaya and Singh [13] derived ratio type 
estimators using coefficient of variation and coefficient of kurtosis of the auxiliary variate. 
Further improvements are achieved by introducing a large number of modified ratio estimators 
with the use of known coefficient of variation, coefficient of kurtosis, coefficient of skewness, 
deciles, etc. In addition, you can also see the work of Rana et al. [11] which developed a new 
measure of central tendency based on deciles. 
 The organization of this article is as follows: In Section 2, we describe about the existing 
estimators. In Section 3, we provide the structure of our proposed modified ratio estimator 
and the efficiency comparison of the proposed estimator with the existing estimator. In Section 
4, we provide an empirical study of our proposed estimator. Finally, we close with a summary 
conclusion in the last section. In the next section, we give the biases, constants and the mean 
squared errors of the existing modified ratio estimator. 
 
2. MATERIALS AND METHODS 
 Kadilar and Cingi [2] suggested the following ratio estimators for the population mean �̅�𝑌 
of the variate of interest y in simple random sampling using some auxiliary information. 
�̂̅�𝑌1 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

�̅�𝑥 �̅�𝑋, �̂̅�𝑌2 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝐶𝐶𝑥𝑥) (�̅�𝑋 + 𝐶𝐶𝑥𝑥),  

�̂̅�𝑌3 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽2) (�̅�𝑋 + 𝛽𝛽2), �̂̅�𝑌4 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽2+𝐶𝐶𝑥𝑥) (�̅�𝑋𝛽𝛽2 + 𝐶𝐶𝑥𝑥), 

�̂̅�𝑌5 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝛽𝛽2) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of the Kadilar and Cingi [2] are given 
below: 

𝐵𝐵(�̂̅�𝑌1) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅1

2, 𝐵𝐵(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅2

2,
 
𝐵𝐵(�̂̅�𝑌3) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅3

2, 𝐵𝐵(�̂̅�𝑌4) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅4

2,
 

 𝐵𝐵(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅5

2. 

𝑅𝑅1 = �̅�𝑌
�̅�𝑋, 𝑅𝑅2 = �̅�𝑌

(�̅�𝑋+𝐶𝐶𝑥𝑥) ,𝑅𝑅3 = �̅�𝑌
(�̅�𝑋+𝛽𝛽2) , 

𝑅𝑅4 = �̅�𝑌𝛽𝛽2
(�̅�𝑋𝛽𝛽2+𝐶𝐶𝑥𝑥) ,𝑅𝑅5 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝛽𝛽2). 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌1) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅12𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅22𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌3) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅32𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌4) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅42𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅52𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Kadilar and Cingi [3] also developed some modified ratio estimators using coefficient of 
correlation which are shown below:  

�̂̅�𝑌6 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
�̅�𝑥 (�̅�𝑋 + 𝜌𝜌), �̂̅�𝑌7 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝐶𝐶𝑥𝑥+𝜌𝜌) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝜌𝜌),
 
�̂̅�𝑌8 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝐶𝐶𝑥𝑥) (�̅�𝑋𝜌𝜌 + 𝐶𝐶𝑥𝑥), 

 �̂̅�𝑌9 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝛽𝛽2+𝜌𝜌) (�̅�𝑋𝛽𝛽2 + 𝜌𝜌), �̂̅�𝑌10 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝛽𝛽2) (�̅�𝑋𝜌𝜌 + 𝛽𝛽2).
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compared to ratio and regression estimators. Singh and Tailor [8] proposed a family of 
estimators using known values of some parameters by using SRSWOR for estimation of  
population mean of the study variable. Singh et.al [9], Sisodia and Dwivedi [10] utilized 
coefficient of variation of the auxiliary variate. Upadhyaya and Singh [13] derived ratio type 
estimators using coefficient of variation and coefficient of kurtosis of the auxiliary variate. 
Further improvements are achieved by introducing a large number of modified ratio estimators 
with the use of known coefficient of variation, coefficient of kurtosis, coefficient of skewness, 
deciles, etc. In addition, you can also see the work of Rana et al. [11] which developed a new 
measure of central tendency based on deciles. 
 The organization of this article is as follows: In Section 2, we describe about the existing 
estimators. In Section 3, we provide the structure of our proposed modified ratio estimator 
and the efficiency comparison of the proposed estimator with the existing estimator. In Section 
4, we provide an empirical study of our proposed estimator. Finally, we close with a summary 
conclusion in the last section. In the next section, we give the biases, constants and the mean 
squared errors of the existing modified ratio estimator. 
 
2. MATERIALS AND METHODS 
 Kadilar and Cingi [2] suggested the following ratio estimators for the population mean �̅�𝑌 
of the variate of interest y in simple random sampling using some auxiliary information. 
�̂̅�𝑌1 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

�̅�𝑥 �̅�𝑋, �̂̅�𝑌2 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝐶𝐶𝑥𝑥) (�̅�𝑋 + 𝐶𝐶𝑥𝑥),  

�̂̅�𝑌3 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽2) (�̅�𝑋 + 𝛽𝛽2), �̂̅�𝑌4 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽2+𝐶𝐶𝑥𝑥) (�̅�𝑋𝛽𝛽2 + 𝐶𝐶𝑥𝑥), 

�̂̅�𝑌5 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝛽𝛽2) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of the Kadilar and Cingi [2] are given 
below: 

𝐵𝐵(�̂̅�𝑌1) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅1

2, 𝐵𝐵(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅2

2,
 
𝐵𝐵(�̂̅�𝑌3) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅3

2, 𝐵𝐵(�̂̅�𝑌4) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅4

2,
 

 𝐵𝐵(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅5

2. 

𝑅𝑅1 = �̅�𝑌
�̅�𝑋, 𝑅𝑅2 = �̅�𝑌

(�̅�𝑋+𝐶𝐶𝑥𝑥) ,𝑅𝑅3 = �̅�𝑌
(�̅�𝑋+𝛽𝛽2) , 

𝑅𝑅4 = �̅�𝑌𝛽𝛽2
(�̅�𝑋𝛽𝛽2+𝐶𝐶𝑥𝑥) ,𝑅𝑅5 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝛽𝛽2). 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌1) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅12𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌2) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅22𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌3) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅32𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌4) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅42𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌5) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅52𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Kadilar and Cingi [3] also developed some modified ratio estimators using coefficient of 
correlation which are shown below:  

�̂̅�𝑌6 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
�̅�𝑥 (�̅�𝑋 + 𝜌𝜌), �̂̅�𝑌7 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝐶𝐶𝑥𝑥+𝜌𝜌) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝜌𝜌),
 
�̂̅�𝑌8 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝐶𝐶𝑥𝑥) (�̅�𝑋𝜌𝜌 + 𝐶𝐶𝑥𝑥), 

 �̂̅�𝑌9 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝛽𝛽2+𝜌𝜌) (�̅�𝑋𝛽𝛽2 + 𝜌𝜌), �̂̅�𝑌10 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝜌𝜌+𝛽𝛽2) (�̅�𝑋𝜌𝜌 + 𝛽𝛽2).
 

 
 

 The biases, constants and the mean squared errors of Kadilar and Cingi [3] are specified 
below: 

𝐵𝐵(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅6

2, 𝐵𝐵(�̂̅�𝑌7) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅7

2,
 
𝐵𝐵(�̂̅�𝑌8) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅8

2,
 
𝐵𝐵(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅9

2,
 

 𝐵𝐵(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅10

2 .
  

𝑅𝑅6 = �̅�𝑌
�̅�𝑋+𝜌𝜌 ,

 
𝑅𝑅7 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝜌𝜌) ,𝑅𝑅8 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐶𝐶𝑥𝑥) ,𝑅𝑅9 = �̅�𝑌𝛽𝛽2

(�̅�𝑋𝛽𝛽2+𝜌𝜌) ,𝑅𝑅10 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝛽𝛽2) . 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅62𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌7) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅72𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌8) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅82𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),

 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅92𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅102 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Yan and Tian [14] proposed the modified ratio estimators using coefficient of skewness 
and kurtosis; 

�̂̅�𝑌11 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽1) (�̅�𝑋 + 𝛽𝛽1), �̂̅�𝑌12 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽1+𝛽𝛽2) (�̅�𝑋𝛽𝛽1 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of Yan and Tian [14] are given below: 

𝐵𝐵(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅11

2 , 𝐵𝐵(�̂̅�𝑌12) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅12

2 .
 

𝑅𝑅11 = �̅�𝑌
(�̅�𝑋+𝛽𝛽1) , 𝑅𝑅12 = �̅�𝑌𝛽𝛽1

(�̅�𝑋𝛽𝛽1+𝛽𝛽2) .
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅112 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌12) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅122 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Subramani and Kumarapandiyan [12] suggested a class of estimators with the use of 
population deciles of auxiliary information in simple random sampling for estimation of 
population mean. 
�̂̅�𝑌𝐷𝐷𝐷𝐷 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥+𝐷𝐷𝑗𝑗)
(�̅�𝑋 + 𝐷𝐷𝐷𝐷), where 𝑗𝑗 = 1,2, … 10. 

Whereas the bias, constant and the mean square error is as under; 
𝐵𝐵(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝐷𝐷𝐷𝐷

2  .
 
𝑅𝑅𝐷𝐷𝐷𝐷 = �̅�𝑌

(�̅�𝑋+𝐷𝐷𝑗𝑗)
 .
 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅𝐷𝐷𝐷𝐷2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)).
 where 𝑗𝑗 = 1,2, … 10. 

 Motivated by the estimators in Subramani and Kumarapandiyan [12], we propose 
two classes of modified ratio estimators using the known value of the population deciles, 
coefficient of variation and population correlation coefficient of the auxiliary variable. A decile 
is any of the nine values that divide the sorted data into ten equal parts, so that each part 
represents 1/10 of the sample or population. 
 
3. RESULIS 
3.1 The Suggested Estimator 
 In this section, we have suggested two classes of modified ratio type estimators using the 
population deciles, coefficient of variation and population correlation coefficient. 
 
3.1.1 Proposed Estimator of Class – I.  
 The proposed estimators by using the linear combination of coefficient of correlation and 
the deciles in a general form are as under; 

 
 

 The biases, constants and the mean squared errors of Kadilar and Cingi [3] are specified 
below: 

𝐵𝐵(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅6

2, 𝐵𝐵(�̂̅�𝑌7) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅7

2,
 
𝐵𝐵(�̂̅�𝑌8) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅8

2,
 
𝐵𝐵(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅9

2,
 

 𝐵𝐵(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅10

2 .
  

𝑅𝑅6 = �̅�𝑌
�̅�𝑋+𝜌𝜌 ,

 
𝑅𝑅7 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝜌𝜌) ,𝑅𝑅8 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐶𝐶𝑥𝑥) ,𝑅𝑅9 = �̅�𝑌𝛽𝛽2

(�̅�𝑋𝛽𝛽2+𝜌𝜌) ,𝑅𝑅10 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝛽𝛽2) . 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅62𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌7) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅72𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌8) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅82𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),

 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅92𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅102 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Yan and Tian [14] proposed the modified ratio estimators using coefficient of skewness 
and kurtosis; 

�̂̅�𝑌11 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽1) (�̅�𝑋 + 𝛽𝛽1), �̂̅�𝑌12 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽1+𝛽𝛽2) (�̅�𝑋𝛽𝛽1 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of Yan and Tian [14] are given below: 

𝐵𝐵(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅11

2 , 𝐵𝐵(�̂̅�𝑌12) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅12

2 .
 

𝑅𝑅11 = �̅�𝑌
(�̅�𝑋+𝛽𝛽1) , 𝑅𝑅12 = �̅�𝑌𝛽𝛽1

(�̅�𝑋𝛽𝛽1+𝛽𝛽2) .
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅112 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌12) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅122 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Subramani and Kumarapandiyan [12] suggested a class of estimators with the use of 
population deciles of auxiliary information in simple random sampling for estimation of 
population mean. 
�̂̅�𝑌𝐷𝐷𝐷𝐷 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥+𝐷𝐷𝑗𝑗)
(�̅�𝑋 + 𝐷𝐷𝐷𝐷), where 𝑗𝑗 = 1,2, … 10. 

Whereas the bias, constant and the mean square error is as under; 
𝐵𝐵(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝐷𝐷𝐷𝐷

2  .
 
𝑅𝑅𝐷𝐷𝐷𝐷 = �̅�𝑌

(�̅�𝑋+𝐷𝐷𝑗𝑗)
 .
 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅𝐷𝐷𝐷𝐷2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)).
 where 𝑗𝑗 = 1,2, … 10. 

 Motivated by the estimators in Subramani and Kumarapandiyan [12], we propose 
two classes of modified ratio estimators using the known value of the population deciles, 
coefficient of variation and population correlation coefficient of the auxiliary variable. A decile 
is any of the nine values that divide the sorted data into ten equal parts, so that each part 
represents 1/10 of the sample or population. 
 
3. RESULIS 
3.1 The Suggested Estimator 
 In this section, we have suggested two classes of modified ratio type estimators using the 
population deciles, coefficient of variation and population correlation coefficient. 
 
3.1.1 Proposed Estimator of Class – I.  
 The proposed estimators by using the linear combination of coefficient of correlation and 
the deciles in a general form are as under; 

 
 

�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝜌𝜌+𝐷𝐷𝑘𝑘) (�̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝), where 𝑘𝑘 = 1,2, … 10. 

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population correlation coefficient and the deciles are specified below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐷𝐷𝑝𝑝𝑘𝑘)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where𝑘𝑘 = 1,2, … 10. 
 We have derived the conditions for which the proposed estimators of class-I is more 
efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑘𝑘 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
  
Theorem 3.1.1: The proposed estimator of class-I i.e. ˆ

pkY perform better than Subramani  and 

ANDKumarapandiyan [12] estimator i.e. ˆ
DjY  if 𝜌𝜌 < 1. where 𝑘𝑘 = 1,2, … 10 and 𝑗𝑗 =

1,2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌�̅�𝑋 + 𝜌𝜌𝐷𝐷𝐷𝐷 < �̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝 

 ⇒ 𝜌𝜌𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝜌𝜌 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 

where 𝑘𝑘 = 𝑗𝑗 ⇒ 𝜌𝜌 < 1 
 
3.1.2 Proposed Estimator of Class – II 
 The proposed estimators of class-II by using the linear combination of coefficient of 
variation and the deciles are specified below; 

�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝐷𝐷𝑘𝑘) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝). where 𝑙𝑙 = 1,2, … 10.   

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population coefficient of variation and the deciles are mentioned 
below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝐶𝐶𝑥𝑥
(�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝𝑝𝑝)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where 𝑙𝑙 = 1,2, … 10.
  We have derived the conditions for which the proposed estimators of class-II is more 

efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑙𝑙 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
 
Theorem 3.1.2: The proposed estimator of class-II i.e. ˆ

plY  perform better than Subramani and 

Kumarapandiyan [12] estimator i.e. ˆ
DjY  if𝐶𝐶𝑥𝑥 < 1. where 𝑙𝑙 = 1, 2, … 10 and 𝑗𝑗 = 1, 2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥�̅�𝑋 + 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < �̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝 

  ⇒ 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝐶𝐶𝑥𝑥 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 where  𝑙𝑙 = 𝑗𝑗 ⇒ 𝐶𝐶𝑥𝑥 < 1 

 We have also derived the conditions in which the proposed estimators of class-I and II 
are more efficient than the usual ratio estimator. 
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 The biases, constants and the mean squared errors of Kadilar and Cingi [3] are specified 
below: 

𝐵𝐵(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅6

2, 𝐵𝐵(�̂̅�𝑌7) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅7

2,
 
𝐵𝐵(�̂̅�𝑌8) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅8

2,
 
𝐵𝐵(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅9

2,
 

 𝐵𝐵(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅10

2 .
  

𝑅𝑅6 = �̅�𝑌
�̅�𝑋+𝜌𝜌 ,

 
𝑅𝑅7 = �̅�𝑌𝐶𝐶𝑥𝑥

(�̅�𝑋𝐶𝐶𝑥𝑥+𝜌𝜌) ,𝑅𝑅8 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐶𝐶𝑥𝑥) ,𝑅𝑅9 = �̅�𝑌𝛽𝛽2

(�̅�𝑋𝛽𝛽2+𝜌𝜌) ,𝑅𝑅10 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝛽𝛽2) . 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌6) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅62𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌7) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅72𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌8) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅82𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),

 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌9) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅92𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)),
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌10) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅102 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Yan and Tian [14] proposed the modified ratio estimators using coefficient of skewness 
and kurtosis; 

�̂̅�𝑌11 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥+𝛽𝛽1) (�̅�𝑋 + 𝛽𝛽1), �̂̅�𝑌12 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥𝛽𝛽1+𝛽𝛽2) (�̅�𝑋𝛽𝛽1 + 𝛽𝛽2). 

 The biases, constants and the mean squared errors of Yan and Tian [14] are given below: 

𝐵𝐵(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅11

2 , 𝐵𝐵(�̂̅�𝑌12) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅12

2 .
 

𝑅𝑅11 = �̅�𝑌
(�̅�𝑋+𝛽𝛽1) , 𝑅𝑅12 = �̅�𝑌𝛽𝛽1

(�̅�𝑋𝛽𝛽1+𝛽𝛽2) .
 

𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌11) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅112 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)), 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌12) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅122 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

 Subramani and Kumarapandiyan [12] suggested a class of estimators with the use of 
population deciles of auxiliary information in simple random sampling for estimation of 
population mean. 
�̂̅�𝑌𝐷𝐷𝐷𝐷 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)

(�̅�𝑥+𝐷𝐷𝑗𝑗)
(�̅�𝑋 + 𝐷𝐷𝐷𝐷), where 𝑗𝑗 = 1,2, … 10. 

Whereas the bias, constant and the mean square error is as under; 
𝐵𝐵(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛
𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝐷𝐷𝐷𝐷

2  .
 
𝑅𝑅𝐷𝐷𝐷𝐷 = �̅�𝑌

(�̅�𝑋+𝐷𝐷𝑗𝑗)
 .
 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷) = (1−𝑓𝑓)

𝑛𝑛 (𝑅𝑅𝐷𝐷𝐷𝐷2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)).
 where 𝑗𝑗 = 1,2, … 10. 

 Motivated by the estimators in Subramani and Kumarapandiyan [12], we propose 
two classes of modified ratio estimators using the known value of the population deciles, 
coefficient of variation and population correlation coefficient of the auxiliary variable. A decile 
is any of the nine values that divide the sorted data into ten equal parts, so that each part 
represents 1/10 of the sample or population. 
 
3. RESULIS 
3.1 The Suggested Estimator 
 In this section, we have suggested two classes of modified ratio type estimators using the 
population deciles, coefficient of variation and population correlation coefficient. 
 
3.1.1 Proposed Estimator of Class – I.  
 The proposed estimators by using the linear combination of coefficient of correlation and 
the deciles in a general form are as under; 

 
 

�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝜌𝜌+𝐷𝐷𝑘𝑘) (�̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝), where 𝑘𝑘 = 1,2, … 10. 

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population correlation coefficient and the deciles are specified below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐷𝐷𝑝𝑝𝑘𝑘)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where𝑘𝑘 = 1,2, … 10. 
 We have derived the conditions for which the proposed estimators of class-I is more 
efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑘𝑘 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
  
Theorem 3.1.1: The proposed estimator of class-I i.e. ˆ

pkY perform better than Subramani  and 

ANDKumarapandiyan [12] estimator i.e. ˆ
DjY  if 𝜌𝜌 < 1. where 𝑘𝑘 = 1,2, … 10 and 𝑗𝑗 =

1,2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌�̅�𝑋 + 𝜌𝜌𝐷𝐷𝐷𝐷 < �̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝 

 ⇒ 𝜌𝜌𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝜌𝜌 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 

where 𝑘𝑘 = 𝑗𝑗 ⇒ 𝜌𝜌 < 1 
 
3.1.2 Proposed Estimator of Class – II 
 The proposed estimators of class-II by using the linear combination of coefficient of 
variation and the deciles are specified below; 

�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝐷𝐷𝑘𝑘) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝). where 𝑙𝑙 = 1,2, … 10.   

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population coefficient of variation and the deciles are mentioned 
below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝐶𝐶𝑥𝑥
(�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝𝑝𝑝)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where 𝑙𝑙 = 1,2, … 10.
  We have derived the conditions for which the proposed estimators of class-II is more 

efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑙𝑙 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
 
Theorem 3.1.2: The proposed estimator of class-II i.e. ˆ

plY  perform better than Subramani and 

Kumarapandiyan [12] estimator i.e. ˆ
DjY  if𝐶𝐶𝑥𝑥 < 1. where 𝑙𝑙 = 1, 2, … 10 and 𝑗𝑗 = 1, 2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥�̅�𝑋 + 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < �̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝 

  ⇒ 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝐶𝐶𝑥𝑥 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 where  𝑙𝑙 = 𝑗𝑗 ⇒ 𝐶𝐶𝑥𝑥 < 1 

 We have also derived the conditions in which the proposed estimators of class-I and II 
are more efficient than the usual ratio estimator. 
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�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝜌𝜌+𝐷𝐷𝑘𝑘) (�̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝), where 𝑘𝑘 = 1,2, … 10. 

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population correlation coefficient and the deciles are specified below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝜌𝜌
(�̅�𝑋𝜌𝜌+𝐷𝐷𝑝𝑝𝑘𝑘)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where𝑘𝑘 = 1,2, … 10. 
 We have derived the conditions for which the proposed estimators of class-I is more 
efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑘𝑘 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
  
Theorem 3.1.1: The proposed estimator of class-I i.e. ˆ

pkY perform better than Subramani  and 

ANDKumarapandiyan [12] estimator i.e. ˆ
DjY  if 𝜌𝜌 < 1. where 𝑘𝑘 = 1,2, … 10 and 𝑗𝑗 =

1,2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌

�̅�𝑋𝜌𝜌+𝐷𝐷𝑘𝑘
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝜌𝜌�̅�𝑋 + 𝜌𝜌𝐷𝐷𝐷𝐷 < �̅�𝑋𝜌𝜌 + 𝐷𝐷𝑝𝑝 

 ⇒ 𝜌𝜌𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝜌𝜌 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 

where 𝑘𝑘 = 𝑗𝑗 ⇒ 𝜌𝜌 < 1 
 
3.1.2 Proposed Estimator of Class – II 
 The proposed estimators of class-II by using the linear combination of coefficient of 
variation and the deciles are specified below; 

�̂̅�𝑌𝑝𝑝𝑝𝑝 = �̅�𝑦+𝑏𝑏(�̅�𝑋−�̅�𝑥)
(�̅�𝑥𝐶𝐶𝑥𝑥+𝐷𝐷𝑘𝑘) (�̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝). where 𝑙𝑙 = 1,2, … 10.   

 The biases, constants and mean squared errors of the new modified ratio estimators using 
a linear combination of a population coefficient of variation and the deciles are mentioned 
below: 

𝐵𝐵(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛

𝑆𝑆𝑥𝑥2
�̅�𝑌 𝑅𝑅𝑝𝑝𝑝𝑝

2  .𝑅𝑅𝑝𝑝𝑝𝑝 = �̅�𝑌𝐶𝐶𝑥𝑥
(�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝𝑝𝑝)

 .𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) = (1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)). 

where 𝑙𝑙 = 1,2, … 10.
  We have derived the conditions for which the proposed estimators of class-II is more 

efficient than the existing modified ratio estimators 
𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) <  𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝐷𝐷𝐷𝐷) < 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑖𝑖) If 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 < 𝑅𝑅𝑖𝑖 where 𝑙𝑙 = 1,2, … 10,  
where 𝑗𝑗 = 1,2, … 10 and 𝑖𝑖 = 1,2, … 12. 
 
Theorem 3.1.2: The proposed estimator of class-II i.e. ˆ

plY  perform better than Subramani and 

Kumarapandiyan [12] estimator i.e. ˆ
DjY  if𝐶𝐶𝑥𝑥 < 1. where 𝑙𝑙 = 1, 2, … 10 and 𝑗𝑗 = 1, 2, … 10. 

Proof: 𝑅𝑅𝑝𝑝𝑝𝑝 < 𝑅𝑅𝐷𝐷𝐷𝐷 ⇒
�̅�𝑌𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< �̅�𝑌

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥

�̅�𝑋𝐶𝐶𝑥𝑥+𝐷𝐷𝑝𝑝
< 1

�̅�𝑋+𝐷𝐷𝑗𝑗
⇒ 𝐶𝐶𝑥𝑥�̅�𝑋 + 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < �̅�𝑋𝐶𝐶𝑥𝑥 + 𝐷𝐷𝑝𝑝 

  ⇒ 𝐶𝐶𝑥𝑥𝐷𝐷𝐷𝐷 < 𝐷𝐷𝑝𝑝 ⇒ 𝐶𝐶𝑥𝑥 < 𝐷𝐷𝑘𝑘
𝐷𝐷𝑗𝑗

 where  𝑙𝑙 = 𝑗𝑗 ⇒ 𝐶𝐶𝑥𝑥 < 1 

 We have also derived the conditions in which the proposed estimators of class-I and II 
are more efficient than the usual ratio estimator. 

 
 

Theorem 3.1.3: The proposed estimator of class-I i.e. ˆ
pkY  perform better than the usual ratio 

estimator i.e. ˆ
rY   

If (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). where  𝑘𝑘 = 1,2, … 10. 

Proof: 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒
(1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)) 

 ≤ (1−𝑓𝑓)
𝑛𝑛 (𝑀𝑀𝑦𝑦2 + 𝑅𝑅2𝑀𝑀𝑥𝑥2 − 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦) 

 ⇒ 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 − 𝜌𝜌2𝑀𝑀𝑦𝑦2 − 𝑅𝑅2𝑀𝑀𝑥𝑥2 + 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦 ≤ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥)
2 − 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 ≥ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥)(𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0. 

Condition I: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 After simplifying 
condition I, we get  

 ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

)  

Condition II: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 After solving 
condition II, we get 

 ⇒ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

)  

Hence,  ⇒ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) 

or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). 

 On the same lines we will show that the proposed estimators of class-II are more efficient 
than the usual ratio estimators. The only difference in the proof that instead of  𝑅𝑅𝑝𝑝𝑝𝑝 we will 
mention 𝑅𝑅𝑝𝑝𝑝𝑝 . 
 
4. DISCUSSION 
 The performance of the proposed modified ratio estimators and the existing modified 
ratio estimators is evaluated by using the four populations. They are: The population 1 is the 
closing price of the industry ACC in the National Stock Exchange from 2, January 2012 to 27, 
February 2012, population 2 and population 3 are taken from Singh and Chaudhary [7] page 
177, population 4 are taken from Murthy [4] page 228 The characteristics of the four 
populations are given below in table 1, whereas the constants, the biases and MSEs of the 
existing and proposed modified ratio estimators are given in tables 2-8. 
 The percentage relative efficiencies (PREs) of the proposed estimators (p) with respect 
to the existing estimators (e) can be computed as 

    ( )( , ) *100
( )

MSE ePRE e p
MSE p

    (2) 

 The PREs of the population 1 is given in table 9-13 for the new modified proposed 
estimators of class-I and II. The PREs of the other three populations i.e. population 2 , 
population 3 and population 4 can also be found by using the expression given in equation (2). 

 
 

Theorem 3.1.3: The proposed estimator of class-I i.e. ˆ
pkY  perform better than the usual ratio 

estimator i.e. ˆ
rY   

If (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). where  𝑘𝑘 = 1,2, … 10. 

Proof: 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒
(1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)) 

 ≤ (1−𝑓𝑓)
𝑛𝑛 (𝑀𝑀𝑦𝑦2 + 𝑅𝑅2𝑀𝑀𝑥𝑥2 − 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦) 

 ⇒ 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 − 𝜌𝜌2𝑀𝑀𝑦𝑦2 − 𝑅𝑅2𝑀𝑀𝑥𝑥2 + 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦 ≤ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥)
2 − 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 ≥ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥)(𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0. 

Condition I: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 After simplifying 
condition I, we get  

 ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

)  

Condition II: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 After solving 
condition II, we get 

 ⇒ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

)  

Hence,  ⇒ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) 

or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). 

 On the same lines we will show that the proposed estimators of class-II are more efficient 
than the usual ratio estimators. The only difference in the proof that instead of  𝑅𝑅𝑝𝑝𝑝𝑝 we will 
mention 𝑅𝑅𝑝𝑝𝑝𝑝 . 
 
4. DISCUSSION 
 The performance of the proposed modified ratio estimators and the existing modified 
ratio estimators is evaluated by using the four populations. They are: The population 1 is the 
closing price of the industry ACC in the National Stock Exchange from 2, January 2012 to 27, 
February 2012, population 2 and population 3 are taken from Singh and Chaudhary [7] page 
177, population 4 are taken from Murthy [4] page 228 The characteristics of the four 
populations are given below in table 1, whereas the constants, the biases and MSEs of the 
existing and proposed modified ratio estimators are given in tables 2-8. 
 The percentage relative efficiencies (PREs) of the proposed estimators (p) with respect 
to the existing estimators (e) can be computed as 

    ( )( , ) *100
( )

MSE ePRE e p
MSE p

    (2) 

 The PREs of the population 1 is given in table 9-13 for the new modified proposed 
estimators of class-I and II. The PREs of the other three populations i.e. population 2 , 
population 3 and population 4 can also be found by using the expression given in equation (2). 

 
 

 The information contained in Table 7 and 8 discloses that the constants, biases and MSEs 
for the proposed ratio estimators are smaller as compared with the usual ratio estimator and 
the existing ratio estimators. Moreover, these values even decrease with increase in the 
decile orders. From Table 9 and 11 it becomes evident that the PREs of the proposed class-I 
and class-II ratio estimators with regards to the existing ones are much higher, which indicates 
that they are more efficient. From Table 10 and 12 it can be seen that the PREs of the proposed 
class-I and II ratio estimators with regards to those proposed in Subramani and 
Kumarapandiyan [12] are better and more efficient. From Table 13 it can be observed that 
PREs of the proposed class-II estimators with regards to the proposed class-I estimators are 
much higher, which shows that they are more efficient for population 1. The PREs of the 
class-I estimators with respect to the class-II estimators can also be found by using the other 
three populations i.e. population 2, population 3 and population 4. 
 The comparison of proposed modified ratio estimators of class-I and II and the existing 
modified ratio estimators is also shown by graphically. From Figures 1-2, it can be seen that 
the proposed estimators of class-I and II have a lesser values of biases as compared to the 
existing ratio estimators. It can also be observed that the proposed estimators of class-I and II 
have a smaller values of MSEs as compared to the existing ratio estimators (cf. Figures 3-4) 
 
CONCLUSION  
 In this paper, we have proposed a class of modified ratio estimators using known values 
of population deciles, coefficient of variation and population correlation coefficient by using 
the information on the study variable and the auxiliary variable. It is observed that the mean 
squared errors of the suggested estimators based on the deciles, population correlation 
coefficient and coefficient of variation of the auxiliary variable are less than the usual ratio 
estimator and the mean squared errors of the existing modified ratio estimators for all the four 
known populations considered for the numerical study (see from table. 2-8). We have also 
observed from tables 9-12 that our new modified proposed estimators are more efficient than 
the existing estimators. Also, we know that the parameters like the mean, coefficient of 
skewness and coefficient of kurtosis are affected by the extreme values in the population, while 
deciles are robustness to extreme values. Hence, we strongly recommend our proposed 
modified ratio estimators over the existing modified ratio estimators for the use of practical 
applications. 
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Theorem 3.1.3: The proposed estimator of class-I i.e. ˆ
pkY  perform better than the usual ratio 

estimator i.e. ˆ
rY   

If (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). where  𝑘𝑘 = 1,2, … 10. 

Proof: 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒
(1−𝑓𝑓)
𝑛𝑛 (𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 + 𝑀𝑀𝑦𝑦2(1 − 𝜌𝜌2)) 

 ≤ (1−𝑓𝑓)
𝑛𝑛 (𝑀𝑀𝑦𝑦2 + 𝑅𝑅2𝑀𝑀𝑥𝑥2 − 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦) 

 ⇒ 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 − 𝜌𝜌2𝑀𝑀𝑦𝑦2 − 𝑅𝑅2𝑀𝑀𝑥𝑥2 + 2𝑅𝑅𝜌𝜌𝑀𝑀𝑥𝑥𝑀𝑀𝑦𝑦 ≤ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥)
2 − 𝑅𝑅𝑝𝑝𝑝𝑝2 𝑀𝑀𝑥𝑥2 ≥ 0 

 ⇒ (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥)(𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0. 

Condition I: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≤ 0 After simplifying 
condition I, we get  

 ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

)  

Condition II: (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 + 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 and (𝜌𝜌𝑀𝑀𝑦𝑦 − 𝑅𝑅𝑀𝑀𝑥𝑥 − 𝑅𝑅𝑝𝑝𝑝𝑝𝑀𝑀𝑥𝑥) ≥ 0 After solving 
condition II, we get 

 ⇒ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

)  

Hence,  ⇒ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑝𝑝𝑝𝑝) ≤ 𝑀𝑀𝑀𝑀𝑀𝑀(�̂̅�𝑌𝑟𝑟) ⇒ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥

) 

or (𝑅𝑅𝑆𝑆𝑥𝑥−𝜌𝜌𝑆𝑆𝑦𝑦𝑆𝑆𝑥𝑥
) ≤ 𝑅𝑅𝑝𝑝𝑝𝑝 ≤ (𝜌𝜌𝑆𝑆𝑦𝑦−𝑅𝑅𝑆𝑆𝑥𝑥𝑆𝑆𝑥𝑥

). 

 On the same lines we will show that the proposed estimators of class-II are more efficient 
than the usual ratio estimators. The only difference in the proof that instead of  𝑅𝑅𝑝𝑝𝑝𝑝 we will 
mention 𝑅𝑅𝑝𝑝𝑝𝑝 . 
 
4. DISCUSSION 
 The performance of the proposed modified ratio estimators and the existing modified 
ratio estimators is evaluated by using the four populations. They are: The population 1 is the 
closing price of the industry ACC in the National Stock Exchange from 2, January 2012 to 27, 
February 2012, population 2 and population 3 are taken from Singh and Chaudhary [7] page 
177, population 4 are taken from Murthy [4] page 228 The characteristics of the four 
populations are given below in table 1, whereas the constants, the biases and MSEs of the 
existing and proposed modified ratio estimators are given in tables 2-8. 
 The percentage relative efficiencies (PREs) of the proposed estimators (p) with respect 
to the existing estimators (e) can be computed as 

    ( )( , ) *100
( )

MSE ePRE e p
MSE p

    (2) 

 The PREs of the population 1 is given in table 9-13 for the new modified proposed 
estimators of class-I and II. The PREs of the other three populations i.e. population 2 , 
population 3 and population 4 can also be found by using the expression given in equation (2). 

 
 

 The information contained in Table 7 and 8 discloses that the constants, biases and MSEs 
for the proposed ratio estimators are smaller as compared with the usual ratio estimator and 
the existing ratio estimators. Moreover, these values even decrease with increase in the 
decile orders. From Table 9 and 11 it becomes evident that the PREs of the proposed class-I 
and class-II ratio estimators with regards to the existing ones are much higher, which indicates 
that they are more efficient. From Table 10 and 12 it can be seen that the PREs of the proposed 
class-I and II ratio estimators with regards to those proposed in Subramani and 
Kumarapandiyan [12] are better and more efficient. From Table 13 it can be observed that 
PREs of the proposed class-II estimators with regards to the proposed class-I estimators are 
much higher, which shows that they are more efficient for population 1. The PREs of the 
class-I estimators with respect to the class-II estimators can also be found by using the other 
three populations i.e. population 2, population 3 and population 4. 
 The comparison of proposed modified ratio estimators of class-I and II and the existing 
modified ratio estimators is also shown by graphically. From Figures 1-2, it can be seen that 
the proposed estimators of class-I and II have a lesser values of biases as compared to the 
existing ratio estimators. It can also be observed that the proposed estimators of class-I and II 
have a smaller values of MSEs as compared to the existing ratio estimators (cf. Figures 3-4) 
 
CONCLUSION  
 In this paper, we have proposed a class of modified ratio estimators using known values 
of population deciles, coefficient of variation and population correlation coefficient by using 
the information on the study variable and the auxiliary variable. It is observed that the mean 
squared errors of the suggested estimators based on the deciles, population correlation 
coefficient and coefficient of variation of the auxiliary variable are less than the usual ratio 
estimator and the mean squared errors of the existing modified ratio estimators for all the four 
known populations considered for the numerical study (see from table. 2-8). We have also 
observed from tables 9-12 that our new modified proposed estimators are more efficient than 
the existing estimators. Also, we know that the parameters like the mean, coefficient of 
skewness and coefficient of kurtosis are affected by the extreme values in the population, while 
deciles are robustness to extreme values. Hence, we strongly recommend our proposed 
modified ratio estimators over the existing modified ratio estimators for the use of practical 
applications. 
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 Table 1. Characteristics of  the populations.

Parameter Population 1 Population 2 Population 3 Population 4
40 34 34 80

20 20 20 40

5141.5363 856.4117 856.4117 5182.637

1221.6463 208.8823 199.4412 1126.463

0.9244 0.4491 0.4453 0.9413

256.1464 733.1407 733.1407 1845.659

0.04982 0.8561 0.8561 0.354193

102.5494 150.5059 150.2150 845.6097

0.0839 0.7205 0.7531 0.7506772

-1.5154 0.0978 1.0445 -0.063386

0.3761 0.9782 1.1823 1.050002

1111.8150 70.3 60.60 369.7

1119.48 76.8 83.00 460.4

1139.20 108.2 102.70 597

1159.84 129.4 111.20 676.8

1184.2250 150.0 142.50 757.5

1252.55 227.2 210.20 850.2

1307.100 250.4 264.50 1484.5

1345.72 335.6 304.40 1810

1366.7850 436.1 373.20 2500

1389.300 564.0 634.00 3485
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Table 2. MSE, bias and constant of  the usual ratio estimator.

Estimator
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

ˆ
rY 4.209 4.100 4.294 4.601 0.0971 4.2704 4.9407 60.8770 1187.5 10539.3 10960.8 189775.1

Table 3. MSE, biases and constants of  existing modified ratio estimators by Kadilar and Cingi [2].

Estimators
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

1Ŷ 4.209 4.100 4.294 4.601 0.9057 9.1539 10.0023 36.5063 4895.6 16673.5 17437.7 193998.1

2Ŷ 4.208 4.086 4.278 4.598 0.9056 9.0911 9.9272 36.4577 4894.9 16619.6 17373.3 193746.2

3Ŷ 4.214 4.098 4.272 4.601 0.9080 9.1454 9.8983 36.5104 4907.2 16666.1 17348.6 194019.4

4Ŷ 4.209 3.960 4.279 4.650 0.9058 8.5387 9.9303 37.2861 4896.0 16146.6 17376.0 198039.9

5Ŷ 4.272 4.097 4.264 4.601 0.9331 9.1420 9.8646 36.5117 5036.3 16663.3 17319.8 194026.4

Table 4. MSE, biases and constants of  existing modified ratio estimators by Kadilar and Cingi [3].

Estimators
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

6Ŷ 4.206 4.091 4.284 4.597 0.9044 9.1147 9.9578 36.4453 4888.5 16639.9 17399.5 193682.3

7Ŷ 4.171 4.088 4.281 4.596 0.8896 9.0995 9.9432 36.4251 4812.7 16626.9 17387.1 193577.6

8Ŷ 4.208 4.069 4.258 4.598 0.9056 9.0149 9.8348 36.4546 4894.9 16554.4 17294.2 193730.5

9Ŷ 4.211 4.011 4.285 4.662 0.9067 8.7630 9.9597 37.4882 4900.2 16338.7 17401.1 199087.0

10Ŷ 4.214 4.096 4.244 4.601 0.9082 9.1349 9.7711 36.5106 4908.1 16654.2 172239.7 194020.7

Table 5. MSE, biases and constants of  existing modified ratio estimators by Yan and Tian [14].

Estimators
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

11Ŷ 4.207 4.081 4.269 4.597 0.9052 9.0688 9.8847 36.4383 4892.7 16600.5 17337.0 193645.9

12Ŷ 4.223 4.098 4.275 4.601 0.9118 9.1452 9.9143 36.5102 4926.5 16666.0 17362.3 194018.4
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Table 6. MSE, biases and constants of  existing modified ratio estimators by Subramani and 
Kumarapandiyan [12].

Estimators
Constant Bias MSE

Populations
1 2 3 4 1 2 3 4 1 2 3 4

1
ˆ
DY 2.203 3.068 3.293 3.464 0.2483 5.1243 5.8836 20.6939 1515.0 13222.5 13910.4 112048.6

2
ˆ
DY 2.196 2.998 3.032 3.266 0.2466 4.8938 4.9874 18.3960 1506.7 13025.0 13142.8 100138.9

3
ˆ
DY 2.178 2.701 2.834 3.007 0.2425 3.9725 4.3582 15.5954 1485.6 12236.1 12604.0 85624.8

4
ˆ
DY 2.159 2.532 2.757 2.874 0.2383 3.4902 4.1230 14.2457 1464.1 11823.0 12402.5 78629.5

5
ˆ
DY 2.137 2.386 2.505 2.751 0.2335 3.1010 3.4027 13.0514 1439.4 11489.7 11785.7 72439.9

6
ˆ
DY 2.078 1.964 2.091 2.622 0.2208 2.1003 2.3709 11.8559 1374.0 10632.6 10902.1 66244.4

7
ˆ
DY 2.033 1.865 1.846 1.985 0.2114 1.8934 1.8484 6.7952 1325.5 10455.5 10454.6 40016.2

8
ˆ
DY 2.003 1.573 1.700 1.765 0.2051 1.3472 1.5673 5.3722 1293.1 9987.7 10213.8 32641.5

9
ˆ
DY 1.986 1.328 1.496 1.429 0.2018 0.9601 1.2133 3.5224 1276.0 9656.2 9910.7 23054.5

10
ˆ
DY 1.977 1.108 1.028 1.124 0.1998 0.6686 0.5727 2.1783 1266.0 9406.6 9362.1 16088.9

Table 7. MSE, biases and constants of  new modified ratio estimators of  class-I.

Estimators
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

1
ˆ
pY 2.121 2.344 2.552 3.411 0.2300 2.9912 3.5341 20.0707 1421.1 11395.7 11898.3 108818.5

2
ˆ
pY 2.114 2.254 2.220 3.208 0.2284 2.7676 2.6727 17.7480 1413.1 11204.2 11160.5 96780.7

3
ˆ
pY 2.095 1.904 1.991 2.944 0.2245 1.9741 2.1511 14.9429 1392.7 10524.6 10713.8 82243.2

4
ˆ
pY 2.076 1.723 1.907 2.808 0.2204 1.6169 1.9722 13.6016 1372.0 10218.7 10560.6 75291.5

5
ˆ
pY 2.054 1.578 1.649 2.684 0.2158 1.3553 1.4746 12.4208 1348.2 9994.6 10134.4 69171.7

6
ˆ
pY 1.995 1.198 1.275 2.553 0.2036 0.7818 0.8824 11.2447 1285.5 9503.5 9627.3 63076.7

7
ˆ

pY 1.951 1.117 1.079 1.917 0.1946 0.6800 0.6320 6.3378 1239.1 9416.3 9412.9 37646.0

8
ˆ
pY 1.920 0.896 0.969 1.700 0.1886 0.4369 0.5103 4.9819 1208.2 9208.1 9308.6 30618.7

9
ˆ
pY 1.904 0.726 0.825 1.370 0.1854 0.2869 0.3696 3.2380 1191.9 9079.7 9188.1 21580.8

10
ˆ
pY 1.895 0.585 0.528 1.073 0.1836 0.1862 0.1510 1.9867 1182.4 8993.4 9000.9 15095.6
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Table 8. MSE, biases and constants of  new modified ratio estimators of  class-II.

Estimators
Constant Bias MSE

Population
1 2 3 4 1 2 3 4 1 2 3 4

1
ˆ
pY 0.355 2.795 3.060 3.201 0.0065 4.2530 5.0783 17.6739 271.8 12476.2 13220.7 96397.0

2
ˆ
pY 0.353 2.715 2.766 2.979 0.0064 4.0132 4.1497 15.3043 271.4 12270.9 12425.4 84116.2

3
ˆ
pY 0.348 2.385 2.550 2.697 0.0062 3.0981 3.5284 12.5432 270.4 11487.2 11893.3 69806.4

4
ˆ
pY 0.342 2.205 2.467 2.555 0.0060 2.6466 3.3027 11.2627 269.4 11100.5 11700.0 63170.1

5
ˆ
pY 0.335 2.053 2.204 2.427 0.0058 2.2962 2.6341 10.1574 268.2 10800.4 11127.5 57441.3

6
ˆ
pY 0.319 1.634 1.790 2.294 0.0052 1.4535 1.7375 9.0772 265.3 10078.7 10359.6 51843.3

7
ˆ

pY 0.306 1.539 1.555 1.670 0.0048 1.2901 1.3123 4.8079 263.3 9938.8 9995.4 29716.9

8
ˆ
pY 0.298 1.269 1.419 1.465 0.0045 0.8775 1.0920 3.7015 262.0 9585.5 9806.8 23983.0

9
ˆ
pY 0.294 1.052 1.232 1.163 0.0044 0.6026 0.8238 2.3322 261.3 9350.0 9577.1 16886.1

10
ˆ
pY 0.291 0.864 0.822 0.898 0.0043 0.4062 0.3670 1.3919 260.9 9181.8 9185.9 12013.1

Table 9. The percentage relative efficiency of  existing estimators versus the proposed class-I.

Existing Estimators
Proposed Estimators

1
ˆ

pY 2
ˆ

pY 3
ˆ

pY 4
ˆ

pY 5
ˆ

pY 6
ˆ

pY 7
ˆ

pY 8
ˆ

pY 9
ˆ

pY 10
ˆ

pY 10

1Ŷ 344.5 346.5 351.5 356.8 363.1 380.8 395.1 405.2 410.8 414.0

2Ŷ 344.4 346.4 351.5 356.8 363.1 380.8 395.0 405.2 410.7 414.0

3Ŷ 345.3 347.3 352.3 357.7 364.0 381.7 396.0 406.2 411.7 415.0

4Ŷ 344.5 346.5 351.5 356.9 363.1 380.9 395.1 405.2 410.8 414.1

5Ŷ 354.4 356.4 361.6 367.1 373.5 391.8 406.4 416.9 422.6 425.9

6Ŷ 344.0 346.0 351.0 356.3 362.6 380.3 394.5 404.6 410.2 413.5

7Ŷ 338.7 340.6 345.6 350.8 357.0 374.4 388.4 398.4 403.8 407.0

8Ŷ 344.4 346.4 351.5 356.8 363.1 380.8 395.0 405.2 410.7 414.0

9Ŷ 344.8 346.8 351.8 357.2 363.5 381.2 395.5 405.6 411.1 414.4

10Ŷ 345.4 347.3 352.4 357.7 364.0 381.8 396.1 406.2 411.8 415.1

11Ŷ 344.3 346.3 351.3 356.6 362.9 380.6 394.8 405.0 410.5 413.8

12Ŷ 346.7 348.6 353.7 359.1 365.4 383.2 397.6 407.8 413.3 416.7

Table 10. Percentage relative efficiency of  Subramani and Kumarapandiyan [12] estimators 
versus proposed class-I.

Population
Proposed Estimator / Existing Estimators

1 1
ˆ ˆ/p DY Y 2 2

ˆ ˆ/p DY Y 3 3
ˆ ˆ/p DY Y 4 4

ˆ ˆ/p DY Y 5 5
ˆ ˆ/p DY Y 6 6

ˆ ˆ/p DY Y 7 7
ˆ ˆ/p DY Y 8 8

ˆ ˆ/p DY Y 9 9
ˆ ˆ/p DY Y 10 10

ˆ ˆ/p DY Y

1 106.0 106.6 106.7 106.7 106.8 106.9 107.0 107.0 107.1 107.1
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Table 11. Percentage relative efficiency of  existing estimators versus proposed class-II.

Existing 
Estimators

Proposed Estimators

1
ˆ

pY 2
ˆ

pY 3
ˆ

pY
4

ˆ
pY 5

ˆ
pY 6

ˆ
pY 7

ˆ
pY 8

ˆ
pY 9

ˆ
pY 10

ˆ
pY 10

1Ŷ 1800.9 1803.6 1810.5 1817.4 1825.3 1845.3 1859.5 1868.7 1873.4 1876.2

2Ŷ 1800.6 1803.4 1810.3 1817.2 1825.0 1845.0 1859.2 1868.4 1873.2 1875.9

3Ŷ 1805.1 1807.9 1814.8 1821.7 1829.6 1849.6 1863.8 1873.1 1877.8 1880.6

4Ŷ 1801.0 1803.8 1810.7 1817.6 1825.4 1845.4 1859.6 1868.8 1873.6 1876.3

5Ŷ 1852.6 1855.5 1862.6 1869.7 1877.7 1898.3 1912.9 1922.4 1927.3 1930.1

6Ŷ 1798.3 1801.0 1807.9 1814.8 1822.6 1842.6 1856.8 1866.0 1870.7 1873.5

7Ŷ 1770.4 1773.1 1779.9 1786.7 1794.4 1814.0 1828.0 1837.0 1841.7 1844.4

8Ŷ 1800.6 1803.4 1810.3 1817.2 1825.0 1845.0 1859.2 1868.4 1873.1 1875.9

9Ŷ 1802.6 1805.3 1812.2 1819.2 1827.0 1847.0 1861.2 1870.4 1875.2 1877.9

10Ŷ 1805.5 1808.2 1815.2 1822.1 1829.9 1850.0 1864.2 1873.4 1878.2 1880.9

11Ŷ 1799.8 1802.6 1809.5 1816.4 1824.2 1844.2 1858.4 1867.6 1872.3 1875.1

12Ŷ 1812.2 1815.0 1821.9 1828.9 1836.8 1856.9 1871.2 1880.4 1885.2 1888.0

Table12. Percentage relative efficiency of  Subramani and Kumarapandiyan [12] estimators 
versus proposed class-II.

Population
Proposed Estimator / Existing Estimators

1 1
ˆ ˆ/p DY Y 2 2

ˆ ˆ/p DY Y 3 3
ˆ ˆ/p DY Y 4 4

ˆ ˆ/p DY Y 5 5
ˆ ˆ/p DY Y 6 6

ˆ ˆ/p DY Y 7 7
ˆ ˆ/p DY Y 8 8

ˆ ˆ/p DY Y 9 9
ˆ ˆ/p DY Y 10 10

ˆ ˆ/p DY Y

1 557.3 555.1 549.4 543.5 536.7 517.9 503.5 493.6 488.3 485.2

Table13. Percentage relative efficiency of  proposed class-I versus proposed class-II.

Population 1

Proposed Estimators Class-I / Proposed Estimators Class-II

1
ˆ

pY 2
ˆ

pY 3
ˆ

pY 4
ˆ

pY 5
ˆ

pY 6
ˆ

pY 7
ˆ
pY 8

ˆ
pY 9

ˆ
pY 10

ˆ
pY 10

1
ˆ

pY 522.8 523.6 525.6 527.5 529.9 535.7 539.7 542.4 543.9 544.7

2
ˆ

pY 519.9 520.7 522.6 524.5 526.9 532.6 536.7 539.4 540.8 541.6

3
ˆ

pY 512.4 513.2 515.1 517.0 519.3 525.0 528.9 531.6 533.0 533.8

4
ˆ

pY 504.8 505.5 507.4 509.3 511.6 517.2 521.1 523.7 525.1 525.9

5
ˆ

pY 496.0 496.8 498.6 500.4 502.7 508.2 512.0 514.6 516.0 516.7

6
ˆ

pY 473.0 473.7 475.4 477.2 479.3 484.5 488.2 490.6 492.0 492.7

7
ˆ
pY 455.9 456.6 458.2 459.9 462.0 467.1 470.6 472.9 474.2 474.9

8
ˆ

pY 444.5 445.2 446.8 448.5 450.5 455.4 458.9 461.1 462.4 463.1

9
ˆ
pY 438.5 439.2 440.8 442.4 444.4 449.3 452.7 454.9 456.1 456.8

10
ˆ

pY 10
435.0 435.7 437.3 438.9 440.9 445.7 449.1 451.3 452.5 453.2
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Figure 1. Biases of  the proposed estimators 
of  class-I and existing estimators.

Figure 2. Biases of  the proposed estimators 
of  class-II and existing estimators.
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Figure 3. Mean squared error of  the proposed 
estimators of  class-I and existing estimators.
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Figure 4. Mean squared error of  the proposed 
estimators of  class-II and existing estimators.
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