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Abstract 
 

This paper proposes the confidence interval for the coefficient of variation in a normal distribution 

with a known population mean after a preliminary T test. This has applications when one knows the 

population mean of a control group. A Monte Carlo simulation study was conducted to evaluate the 

performance of the proposed confidence interval with two existing confidence intervals. Two 

performance measures were used to assess the confidence interval for the coefficient of variation, 

namely: coverage probability and expected length. Simulation results showed that the proposed 

confidence interval performs well in terms of coverage probability and expected length compared 

with two existing confidence intervals. A real data example presenting the melting point of beeswax 

from 59 sources was used for illustration and performing a comparison. 

 

Keywords: measure of dispersion, preliminary test, coverage probability, expected length, 

simulation study. 

 

 

1. Introduction 

 

The coefficient of variation is one of the dispersion measures of data, defined as a ratio of the 

population standard deviation   to the population mean ,  / ,    where 0.   It is a unit 

free measure that quantifies the degree of variability relative to the mean [1]. The coefficient of 

variation has been widely preferred to the standard deviation for comparing the variations of several 

variables obtained by different units. The natural sample estimate of   is given as 

              ˆ / ,S X                                           (1) 

where X  and S  are the sample mean and sample standard deviation, respectively. The sample 

coefficient of variation, ̂  has been widely applied as a point estimate of   in many fields such as 

science, medical sciences, engineering, economics and others (see Nairy and Rao [2]). For example, 

the coefficient of variation was reported by Ahn [3] to analyze the uncertainty of fault trees. The 

coefficient of variation of the measured strength for ceramics was studied by Gong and Li [4]. The 

work of Faber and Korn [5] applied the coefficient of variation for analyzing the variation in the 

mean synaptic response of the central nervous system. Hamer et al. [6] used the coefficient of 

variation to study the homogeneity of bone test samples produced from a particular method to help 

determine the effect of external treatments on the properties of bones. Billings et al. [7] studied the 

impact of socioeconomic status on hospital use in New York City by using the coefficient of 

variation. Miller and Karson [8] tested the equality of the 
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coefficient of variation for two stocks. The coefficient of variation was also used by Worthington 

and Higgs [9] to measure the degree of risk in relation to the mean return. Furthermore, Pyne et al. 

[10] applied the coefficient of variation to study the variability of the competitive performance of 

Olympic swimmers. 

It is well known that the point estimate of   given in (1) is a useful statistical measure. 

However, its confidence interval is more useful than the point estimate because a confidence 

interval provides much more information about the population characteristic of interest than does a 

point estimate (e.g., Smithson [11], Thompson [12], Steiger [13]). Several researchers have 

constructed many confidence intervals for estimating the population coefficient of variation. A 

confidence interval for   based on the chi-square distribution was proposed by McKay [14] and 

his confidence interval works well when the value of   is less than 0.33 [15-19]. Vangel [20] 

developed a new confidence interval for ,  which is called a modified McKay’s confidence 

interval. The modified McKay’s confidence interval is closely related to McKay’s confidence 

interval but it is usually more accurate and nearly exact under normality. The modified McKay’s 

confidence interval was improved by replacing the typical sample estimate of   with the maximum 

likelihood estimate in the case of a normal distribution [21]. Sharma and Krishna [22] discussed the 

asymptotic distribution and confidence interval of the reciprocal of the coefficient of variation 

without making any assumptions about the population distribution. Miller [23] studied the 

approximate distribution of   and presented the approximation confidence interval for   in a 

normal distribution. Comparisons of many confidence intervals for ,  namely McKay’s, Miller’s 

and Sharma-Krishna’s confidence intervals were conducted under the same simulation conditions 

by Ng [24]. 

Mahmoudvand and Hassani [25] derived an approximately unbiased estimator for   in a 

normal distribution and also used this estimator for estimating two approximation confidence 

intervals of .  Albatineh et al. [26] proposed the confidence intervals for   using ranked set 

sampling. The confidence intervals for   in normal and lognormal distributions were developed by 

Koopmans et al. [27] and Verril [28]. Buntao and Niwitpong [29] also proposed the interval 

estimation for the difference of the coefficient of variation for lognormal and delta-lognormal 

distributions. Vangel [30] proposed a method based on an analysis of the distribution of a class of 

approximate pivotal quantities for the normal coefficient of variation. The confidence interval for 

  in the case of non-iid random variables  was constructed by Curto and Pinto [31]. Gulhar et al. 

[32] compared many confidence intervals for the population coefficient of variation based on 

parametric, nonparametric and modified methods.  

 In many situations, the population mean may be known. For instance the population mean 

of a control group is known. The confidence intervals for   proposed by the aforementioned 

researchers have not been used for estimating the population coefficient of variation for a normal 

distribution with a known population mean. Therefore, the recent work of Panichkitkosolkul [33] 

proposed three confidence intervals for the coefficient of variation in a normal distribution with a 

known population mean, namely: the normal approximation confidence interval, the shortest-length 

confidence interval, and the equal-tailed confidence interval. Numerous research papers have 

indicated that the preliminary test was a useful tool for improving the accuracy of a confidence 

interval and prediction interval (see Paksaranuwat and Niwitpong [34], Kabaila and Farchione [35], 

Chiou and Han [36], Panichkitkosolkul and Niwitpong [37-38]). This paper extends the confidence 

interval for the coefficient of variation proposed by Panichkitkosolkul [33]. Namely, we apply a 

preliminary T test in order to improve the accuracy of the confidence interval for the coefficient of 

variation in a normal distribution with a known population mean. We use the T test as a preliminary 

test for hypothesis testing: 
0 0:H    versus 1 0: ,H    where 0  is a known population mean. 
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 The rest of this paper is organized as follows: The theoretical background of the 

confidence intervals is discussed in Section 2. Section 3 presents the investigations of the 

performance of the confidence intervals through a Monte Carlo simulation study. A comparison of 

the confidence intervals is also illustrated by using a real data example in Section 4. Conclusions 

are provided in the final section. 

 

 

2. Theoretical Results 
 

In this section, we review the normal approximation confidence interval for the coefficient of 

variation in the normal distribution presented by Mahmoudvand and Hassani [25] in Section A. 

Later, the details of the normal approximation confidence interval for the coefficient of variation in 

a normal distribution with a known population mean, constructed by Panichkitkosolkul [33], are 

shown in Section B. Finally, Section C proposes the confidence interval for the coefficient of 

variation in a normal distribution with a known population mean after a preliminary T test. 

 

2.1 Normal Approximation Confidence Interval for the Coefficient of Variation in a 

Normal Distribution 
To find the unbiased estimator of   and the variance of the unbiased estimator of ,  we have to 

prove the following lemma. After that, the normal approximation confidence interval for   in a 

normal distribution is proposed. 

Lemma 1. Let  1,..., nX X  be a random sample from normal distribution with a mean   and 

variance 2 .  An approximation of ˆ( )E  is given by 

ˆ( ) (2 ) ,nE c    

and an approximation of ˆvar( ) is 
2 2ˆvar( ) (1 ) ,nc    

where  

2 ( / 2)

1 (( 1) / 2)
n

n
c

n n




  
 

and ( )   is the gamma function. 

 

Proof of Lemma 1. See Mahmoudvand and Hassani [25].  
 

Note that 1nc   as .n  Then (2 )nc     as .n  Therefore, it follows that  

ˆlim ( ) .
n

E  


  

It means that ̂  is the asymptotically unbiased estimator for .  From Lemma 1, the unbiased 

estimator of   is 

ˆ
ˆ .

2 nc


 


 

Using Lemma 1, the mean and variance of ̂   are estimated by 

ˆ
ˆ( ) ,

2 n

E E
c


 

 
   

 
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and 

2

2

2 2

ˆ (1 )1
ˆ ˆvar( ) var var( ) .

2 (2 ) (2 )

n

n n n

c

c c c


  

  
    

   
 

Thus, 

ˆlim var( ) 0.
n




   

Hence, ̂   is also asymptotically consistent for .  Using the normal approximate, we have  

2 2 2

2

ˆˆ /(2 )

ˆvar( ) (1 ) /(2 )

ˆ (2 )
(0,1).

1

n

n n

n

n

c
z

c c

c
N

c

  

 

 



  
 

  

 
 



                             (2) 

Therefore, the 100(1 )%  normal approximation confidence interval for   based on Equation (2) 

is 

2 2

1 / 2 1 / 2

ˆ ˆ
, ,

2 1 2 1
MH

n n n n

CI
c z c c z c 

 

 

 
 
       

                                       (3) 

where 1 / 2z   is the 100(1 / 2)  percentile of the standard normal distribution. 

 

2.2 Normal Approximation Confidence Interval for the Coefficient of Variation in a 

Normal Distribution with a Known Population Mean 

If the population mean is known to be 0 ,  then the population coefficient of variation is given by 

0 0/ .    The sample estimate of 0  is  

0

0

0

ˆ ,
S




                             (4) 

where  

1 2

0 0

1

( ) .
n

i

i

S n X 



   

To find the expectation of Equation (4), we have to prove the following lemma. 

 

Lemma 2.  Let  1,..., nX X  be a random sample from normal distribution with a known population 

mean 0  and variance 2  and let 

1 2

0 0

1

( ) .
n

i

i

S n X 



   

Then 

0 1( ) ,nE S c   
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and 

2 2

0 1var( ) (1 ) ,nS c    

where  

1

2 (( 1) / 2)

( / 2)
n

n
c

n n


 



 

and ( )   is the gamma function. 

 

Proof of Lemma 2. See Panichkitkosolkul [33]. 

By using Lemma 2, we can show that the mean and variance of 0̂  are 

1

0 1 0

0

ˆ( ) ,n

n

c
E c


 




                             (5) 

and 

2

2 2 21

0 1 02

0

1
ˆvar( ) (1 ) .n

n

c
c  






 
   
 

 

Note that 1 1nc    as .n  Therefore, it follows that  

0 0
ˆlim ( ) .

n
E  




 

It means that 0̂  is asymptotically unbiased and asymptotically consistent for 0 .  From Equation 

(5), the unbiased estimator of 0  is 

0

0

1

ˆ
ˆ .

nc






 

 

Using Lemma 2, the mean and variance of  
0̂   are given by 

0

0 0

1

ˆ
ˆ( ) ,

n

E E
c


 



 
   

 
 

and 

0 0

0 2

1 01

2

2 2 21

1 02 2 2

1 0 1

ˆ 1
ˆvar( ) var var

11
(1 ) .

n n

n

n

n n

S

c c

c
c

c c






 


 





 

   
     

   

 
    

 

 

Thus, 

0
ˆlim var( ) 0.

n



   
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Hence, 
0̂   is also asymptotically consistent for 0 .  Using the normal approximate, we have  

0 0 0 1 0

2 2 2
0 1 0 1

0 1 0

2

0 1

ˆ ˆ /

ˆvar( ) (1 ) /

ˆ
(0,1).

1

n

n n

n

n

c
z

c c

c
N

c

   

 

 





 





  
 

 


 



                (6) 

Therefore, the 100(1 )%  normal approximation confidence interval for 0  based on Equation 

(6) is 

0 0

2 2

1 1 / 2 1 1 1 / 2 1

ˆ ˆ
, ,

1 1
PK

n n n n

CI
c z c c z c 

 

     

 
 
       

     (7) 

where 1 / 2z   is the 100(1 / 2)  percentile of the standard normal distribution. 

 

2.3 Confidence Interval for the Coefficient of Variation in a Normal Distribution 

with a Known Population Mean after a Preliminary T Test 
The null hypothesis and alternative hypotheses of the preliminary T test are 

0 0:H    

1 0: .H    

 The test statistic is 0( ) / ,T n X S   where X  and S  are the sample mean and sample 

standard deviation, respectively. The test calls to reject the null hypothesis at the   level of 

significance if 1 / 2T t   where 1 / 2t   is the 1 / 2  percentile of the student’s t distribution. 

 If 
0H  is satisfied 0( ),   the 100(1 )%  confidence interval for the coefficient of 

variation is 
PKCI  shown in Equation (7). If 0H  is rejected, the 100(1 )%  confidence interval 

for the coefficient of variation is 
MHCI  given in Equation (3). Therefore, the confidence interval for 

the coefficient of variation in a normal distribution with a known population mean after a 

preliminary T test is 

0

0

,  if   is not rejected, 

, if   is rejected.

PK

PRE

MH

CI H
CI

CI H


 


               (8) 

 

 

3. Simulation Study 
 

The estimated coverage probability is an important factor for judging the performance of a 

confidence interval. Generally, we prefer a confidence interval which has a coverage probability 

close to the nominal confidence level. Furthermore, the expected length has also been considered 

for comparing the performance of a confidence interval. Therefore, we prefer a short-length 

confidence interval which has a coverage probability close to the nominal confidence level. The 

estimated coverage probability and the expected length (based on M  replicates) is given by 
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0#( )
1 ,

L U

M




 
   

and    
1

( )

,

M

j j

j

U L

Length
M








 

where 
0#( )L U   denotes the number of simulation runs for which the population coefficient of 

variation 0  lies within the confidence interval. 

 A Monte Carlo simulation was conducted using the R statistical software [39-41] version 

3.1.0 to evaluate the performance of a proposed confidence interval for the coefficient of variation 

in a normal distribution with a known population mean after a preliminary T test, 
PRECI , and two 

existing confidence intervals, 
MHCI  and 

PKCI . The data were generated from a normal distribution 

with a known population mean 0  = 10 and 0 = 0.05, 0.10, 0.20, 0.33, 0.40 and 0.50, sample 

sizes; n  = 5, 10, 15, 25, 50 and 100. For each combination of n  and 
0 ,  50,000 simulations were 

performed. The nominal confidence levels were set to 90% and 95%. For ,PRECI the level of 

significance of a preliminary T test was set to 5%. Tables 1 and 2 show the estimated coverage 

probabilities of the ,MH PKCI CI  and 
PRECI  and their expected lengths for 90% and 95% confidence 

levels, respectively. As can be seen from Tables 1 and 2, 
PKCI  and 

PRECI  estimated coverage 

probabilities close to the nominal confidence level. On the other hand, 
MHCI  is not acceptable as its 

coverage may drop below 90% and 95% in some situations, i.e., 
0 0.33.   Additionally, the 

estimated coverage probabilities of 
MHCI  and 

PRECI  decrease as the values of 0  get larger (i.e. for 

90% ,MHCI  n =10, 0.8893 for 0 = 0.05; 0.8600 for 0 = 0.33; 0.8168 for 0 = 0.50). However, the 

estimated coverage probabilities of the 
PKCI  do not increase or decrease according to the values of 

0 .  

Generally, if two or more confidence intervals have similar estimated coverage 

probabilities, we can compare their expected lengths, and we prefer the shorter one. Here, 
PKCI  

and 
PRECI  have similar estimated coverage probabilities but the proposed confidence interval, the 

expected length of ,PRECI  is shorter than that of .PKCI  Therefore, the preliminary T test can help to 

improve the accuracy of .PKCI  Additionally, we can see that as the sample size increases, expected 

lengths decrease (i.e., for 90% 
PRECI , 0 =0.20, 0.1704 for n =10; 0.0984 for n =25; 0.0676 for n

=50). The expected lengths of all confidence intervals are not significantly different for large 

samples. 
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Table 1 Estimated Coverage Probabilities and Expected Lengths of  90%  Confidence  Intervals for the 
Coefficient of Variation in A Normal Distribution with A Known Population Mean 

 

n  0  
Coverage Probabilities Expected Lengths 

MH PK PRE MH PK PRE 

5 

0.05 0.8765 0.9036 0.8809 0.0652 0.0742 0.0722 

0.10 0.8732 0.9037 0.8812 0.1305 0.1482 0.1443 

0.20 0.8647 0.9041 0.8811 0.2617 0.2954 0.2876 

0.33 0.8455 0.9019 0.8792 0.4413 0.4901 0.4780 

0.40 0.8336 0.9045 0.8812 0.5408 0.5931 0.5804 

0.50 0.8054 0.9025 0.8754 0.6950 0.7435 0.7309 

10 

0.05 0.8893 0.9004 0.8899 0.0409 0.0432 0.0426 

0.10 0.8884 0.9019 0.8907 0.0816 0.0862 0.0850 

0.20 0.8774 0.9008 0.8879 0.1638 0.1727 0.1704 

0.33 0.8600 0.9024 0.8868 0.2726 0.2850 0.2818 

0.40 0.8397 0.9019 0.8822 0.3324 0.3457 0.3419 

0.50 0.8168 0.9002 0.8787 0.4197 0.4320 0.4286 

15 

0.05 0.8923 0.9012 0.8943 0.0322 0.0333 0.0330 

0.10 0.8916 0.9012 0.8934 0.0645 0.0667 0.0662 

0.20 0.8805 0.9007 0.8918 0.1289 0.1333 0.1321 

0.33 0.8600 0.9004 0.8874 0.2139 0.2199 0.2183 

0.40 0.8419 0.9008 0.8838 0.2601 0.2668 0.2649 

0.50 0.8175 0.9019 0.8805 0.3274 0.3334 0.3317 

25 

0.05 0.8957 0.9001 0.8961 0.0242 0.0247 0.0246 

0.10 0.8943 0.9007 0.8960 0.0484 0.0494 0.0492 

0.20 0.8838 0.9012 0.8943 0.0970 0.0989 0.0984 

0.33 0.8618 0.8996 0.8877 0.1605 0.1632 0.1624 

0.40 0.8446 0.9004 0.8846 0.1949 0.1977 0.1969 

0.50 0.8201 0.9006 0.8806 0.2447 0.2473 0.2466 

50 

0.05 0.8974 0.9017 0.8990 0.0168 0.0169 0.0169 

0.10 0.8951 0.9002 0.8971 0.0336 0.0339 0.0338 

0.20 0.8860 0.9012 0.8961 0.0671 0.0678 0.0676 

0.33 0.8662 0.9017 0.8914 0.1110 0.1120 0.1117 

0.40 0.8444 0.8980 0.8837 0.1347 0.1356 0.1353 

0.50 0.8201 0.9012 0.8811 0.1687 0.1696 0.1693 

100 

0.05 0.8973 0.9000 0.8986 0.0117 0.0118 0.0118 

0.10 0.8953 0.8995 0.8975 0.0235 0.0236 0.0236 

0.20 0.8859 0.9001 0.8961 0.0470 0.0472 0.0471 

0.33 0.8651 0.9023 0.8924 0.0776 0.0779 0.0778 

0.40 0.8471 0.9007 0.8866 0.0942 0.0945 0.0944 

0.50 0.8214 0.9006 0.8797 0.1177 0.1181 0.1180 
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Table 2 Estimated Coverage Probabilities and Expected Lengths of 95% Confidence Intervals for the 
Coefficient of Variation in A Normal Distribution with A Known Population Mean 
 

n  0  
Coverage Probabilities Expected Lengths 

MH PK PRE MH PK PRE 

5 

0.05 0.9431 0.9548 0.9411 0.0929 0.1057 0.1029 

0.10 0.9420 0.9534 0.9398 0.1861 0.2115 0.2059 

0.20 0.9388 0.9561 0.9420 0.3746 0.4236 0.4125 

0.33 0.9205 0.9525 0.9380 0.6280 0.6983 0.6821 

0.40 0.9082 0.9544 0.9378 0.7695 0.8438 0.8257 

0.50 0.8871 0.9544 0.9349 0.9858 1.0567 1.0379 

10 

0.05 0.9466 0.9527 0.9464 0.0521 0.0551 0.0543 

0.10 0.9441 0.9521 0.9451 0.1046 0.1104 0.1090 

0.20 0.9390 0.9520 0.9447 0.2096 0.2207 0.2178 

0.33 0.9201 0.9505 0.9394 0.3484 0.3640 0.3598 

0.40 0.9094 0.9501 0.9374 0.4252 0.4420 0.4374 

0.50 0.8884 0.9524 0.9354 0.5364 0.5517 0.5473 

15 

0.05 0.9485 0.9521 0.9480 0.0400 0.0415 0.0411 

0.10 0.9445 0.9505 0.9456 0.0802 0.0831 0.0823 

0.20 0.9379 0.9503 0.9445 0.1604 0.1658 0.1644 

0.33 0.9239 0.9518 0.9424 0.2662 0.2738 0.2717 

0.40 0.9119 0.9514 0.9394 0.3235 0.3318 0.3295 

0.50 0.8890 0.9521 0.9355 0.4068 0.4144 0.4122 

25 

0.05 0.9471 0.9489 0.9462 0.0296 0.0302 0.0300 

0.10 0.9474 0.9512 0.9481 0.0592 0.0604 0.0601 

0.20 0.9417 0.9515 0.9476 0.1184 0.1207 0.1201 

0.33 0.9247 0.9506 0.9423 0.1962 0.1993 0.1984 

0.40 0.9115 0.9501 0.9392 0.2380 0.2414 0.2405 

0.50 0.8886 0.9508 0.9350 0.2989 0.3021 0.3011 

50 

0.05 0.9480 0.9497 0.9485 0.0202 0.0204 0.0204 

0.10 0.9476 0.9504 0.9481 0.0405 0.0409 0.0408 

0.20 0.9397 0.9497 0.9459 0.0810 0.0818 0.0816 

0.33 0.9233 0.9502 0.9422 0.1337 0.1347 0.1344 

0.40 0.9105 0.9498 0.9382 0.1623 0.1635 0.1632 

0.50 0.8904 0.9490 0.9331 0.2033 0.2044 0.2041 

100 

0.05 0.9488 0.9500 0.9490 0.0141 0.0142 0.0141 

0.10 0.9464 0.9493 0.9478 0.0282 0.0283 0.0283 

0.20 0.9421 0.9508 0.9483 0.0563 0.0566 0.0565 

0.33 0.9251 0.9499 0.9426 0.0930 0.0934 0.0933 

0.40 0.9115 0.9508 0.9396 0.1128 0.1132 0.1131 

0.50 0.8906 0.9492 0.9331 0.1412 0.1415 0.1414 
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4. A Real Date Example 
 

To illustrate the application of the confidence interval proposed in the previous section, we used the 

melting point of beeswax obtained from 59 sources.  The melting points (C) are listed as follows: 

63.78 63.45 63.58 63.08 63.40 64.42 63.27 63.10 63.34 63.50

 63.83 63.63 63.27 63.30 63.83 63.50 63.36 63.86 63.34 63.92

 63.88 63.36 63.36 63.51 63.51 63.84 64.27 63.50 63.56 63.39

 63.78 63.92 63.92 63.56 63.43 64.21 64.24 64.12 63.92 63.53

 63.50 63.30 63.86 63.93 63.43 64.40 63.61 63.03 63.68 63.13

 63.41 63.60 63.13 63.69 63.05 62.85 63.31 63.66 63.60 

The data were taken from the study by White et al. [42] (cited in Rice [43], p.378). The average of 

the melting point of beeswax was 63.58881C, with a standard deviation of 0.347221C. From past 

experience, we know the population mean of the melting point of beeswax is about 63.58C. An 

unbiased estimator of the coefficient of variation is                 The histogram, density 

plot, Box-and-Whisker plot and normal quantile-quantile plot are displayed in Figure 1. The 

Shapiro-Wilk test for normality (W = 0.9748, p-value = 0.2579) and Figure 1 supported the 

assertion that the data follows a normal distribution. 

  

 (a) (b) 

  

 (c) (d) 

 

Figure 1 (a) histogram, (b) density plot, (c) Box-and-Whisker plot and (d) normal quantile-

quantile plot of the melting point of beeswax 
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 The 95% proposed and existing confidence intervals for the coefficient of variation were 

calculated and reported in Table III. The null and alternative hypotheses of the preliminary T test 

are 
0 : 63.58H    versus 

1 : 63.58.H    The preliminary T test ( T =0.195, p-value = 0.8461) 

reported that the null hypothesis is not rejected. Thus, the proposed confidence interval was the 

same as Panichkitkosolkul’s confidence interval. This result confirms that the confidence interval 

proposed in this paper is more efficient than the existing confidence intervals in terms of coverage 

probability. 
 
Table 3 The 95% Confidence Intervals for the Coefficient of Variation of the Melting Point of Beeswax 
 

Methods 
Confidence Intervals 

Lengths 
Lower Limit Upper Limit 

MH 34.605 10  
36.637 10  

32.032 10  
PK 34.607 10  36.640 10  32.033 10  

PRE 34.607 10  36.640 10  32.033 10  

 

 

5. Conclusions 

 

In this paper, the confidence interval for the coefficient of variation in a normal distribution with a 

known population mean after a preliminary T test was proposed. The proposed confidence interval 

was compared with Mahmoudvand-Hassani’s [25] and Panichkitkosolkul’s [33] confidence 

intervals by using simulated data generated from a normal distribution with a known population 

mean. Two main criteria for comparison were implemented, namely: coverage probability and 

expected lengths. Simulation results revealed that the proposed confidence interval tend to be better 

than two existing confidence intervals in terms of the coverage probability and the expected length. 

A real data example presenting 59 melting points of beeswax was analyzed. For this example, the 

proposed confidence interval had an expected length that was slightly wider than the confidence 

interval of Mahmoudvand-Hassani [25]. However, the proposed confidence interval is a good 

alternative in terms of coverage probability. 
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